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AHOTAIISA

flpom1 A. O. HeiipoMmepexxeBi MeToju PpoO3B’A3aHHSI KpaloBHX 3ajad. —
KganidikaliiiiHa HaykoBa Tmpalsl Ha TpaBax pykonucy. [uceprauis Ha 3100yTTs
HayKOBOI'O CTyIleHs1 JoKTopa (pisiocodil 3a cnerianbHicTio 122 “Komn’toTepHi HayKu”. —
3anopi3pKuil Hal[iOHAJILHUM YHiIBEpPCUTeT, 3anopixoks, 2024.

Nucepraiitina poboTa NpucBsiueHa po3podIi BifKpUTOI 06’ €KTHO-OPi€EHTOBAHOT
apxiTekTypu 6ib/1ioTekn HelipoMepe)KeBUX MeTO/[iB PO3B’si3aHHS KPAOBUX 3afiay.

3HAUYII[iCTb PO3BUTKY HaO/MDKEHUX MeTO/iB PO3B’si3aHHS AudepeHIliabHAX
PiBHSIHb BU3HAUA€ThCA X LIMPOKUM 3aCTOCYBaHHSIM Y K/IFOUOBUX Trayy3siX HayKd Ta
TexHikiM. Ockinbku 6Gararo ¢i3uuyHMX SBUI MO)KHAa MaTeMaTUYHO OIHCAaTU
nvdepeHIiiaTbHUMM PiBHSIHHSIMU, ajie 3HaXO/)KeHHS 1X aHa/liTUYHMUX PO3B’SI3KiB UacTo €
CK/IaJHUM 3aBJaHHSIM, UKCe/IbHI MeTOu HaO/MMKeHOro PO3B’si3aHHS CTAalOTh KPUTUYHO
BaKMMBUMU. L[i MeTomn HeoOXifgHi 11 KOMIT FOTEPHOTO MO/Ie/TFOBAaHHS Ta CHUMYJISLIT
MOBEeIHKM CK/IaJHAX TeXHIUHMX cucTeM. KiacuuHi MeToAM poO3B’Si3aHHS KPallOBHUX
3ajau (MeTo Komokailii, Metop I'asbopkiHa, Merof PiTija) morpeOyroTh BHOODPY
6asucHux GyHKIIA g1 1o0ynoBu HaOmmkeHOro po3B’s3Ky. HeBipHuii BUOip MoXke
MPY3BECTH [I0 HEKOPeKTHUX pe3ynbraTiB. KpiM Toro, 36i/biieHHs KilbKOCTi 6a3ucHUX
GbYHKI[iH 17151 TIOMIMIIIeHHs] TOYHOCTI MO)Ke MPU3BECTH 10 3pOCTaHHs 00UMC/TIOBATBHOT
CKJIaIHOCTi, 0COBMMBO ZIJis1 BeTMKUX CHUCTeM vdepeHIiiabHUX PiBHSHb.

BuKopUCTaHHSI HEMPOHHUX MepeX 3 (Pi3UUHOI0 iH(OpMaLi€ro A/ PO3B’sI3aHHS
KpalOBUX 3a/jlau Ma€ KijibKa repeBar MOpiBHSAHO 3 KIaCMYHUMU MeTogamu. [lo-miepiue,
HeWpPOHHI MepeXi [103BOJISAIOTh 3/iMCHIOBAaTH anpoOKCUMallil0 CKIaAHUX (Di3uuHKX
npoijeciB 6e3 moTpe6u y BuOOpi meBHMX Oa3ucHUX (yHKUiNA. [To-gpyre, HeWpoHHI
MepeXXi 3/jaTHi aBTOMaTUYHO BUSIBJISATH HeJIiHiIMHI 3a/1Ie)KHOCTI B JaHMX, 1[0 POOUTH iX
e(eKTUBHUMU [jIs1 MOJIe/IFOBaHHSA CKAafAHUX (isnuHux sBuil. Kpim TOro, HemMpoHHi
MepeXKi MOXKYThb aIariTyBaTUCS [0 HOBHX JJaHMX Ta YMOB 3ajaui 6e3 HeoOXigHOCTI
reperyisily aHaJliTHYHUX arpOKCHUMaLlil, 1110 poOUTh IX GBI THYYKHUMU i IPUJAaTHUMUA

IJis 3aCTOCYBaHHS B Pi3HMX 00sacTsx HayKu Ta imkeHepii. HelipomepexkeBi MeTonu



TaKO)K e(eKTUBHO BUKODUCTOBYIOTbCS JJisi pO3B’si3aHHS 0bOepHeHUX 3ajau. BoHM
JI03BOJISIIOTh BU3HAUaTH MapaMeTpu CUCTeMH abo BIaCTHUBOCTI cepe/loBHIllAa Ha OCHOBI
BUMipIOBaHb abo crocrepexkeHb. HeBimomi KoHCcTaHTH o00epHeHOI 3azadi, IO
MiJJIAral0Th BU3HAYEHHIO BBOJATHCSI B UHWC/IO TlapaMeTpiB HEWPOHHOI Mepexi Ta
ONTUMI3YIOThCS M1/} YaC HaBUYaHHS.

Hapas3i, icHytoTh mporpamHi 6i0sioTeku, 1[0 peasti3yloTh HEMpPOHHI Mepexi 3
disnuHoro iHdbopmaljieto, 30kpema, DeepXDE, NeuralPDE, Nvidia Modulus, SciANN
Ta PINNs-Torch. OpHak, dopmar 3anucy 3afadi €, 3a3BUYaMi, AOCUTb CKIaJHUM, i
norpebye 3HaHb 3 MPOTpaMyBaHHsI Ta BUBUEHHS JOKyMeHTallii o 6ibmiorek. Takoi,
HasiBHi 6ibioTekn HaZarOTh KOpUCTyBaueBi dikcoBaHuii Habip dyHKIIiT, 3a3BUuaii, 6e3
MOXX/IMBOCTI PO3IIMPEHHS Ta [0aBaHHs BJIaCHUX MeTO/iB Ta IIPOrpaMHOr0 KOZAY.

B aucepraiiiiiHii po60Ti Ppo3po0sieHO0 apXiTeKTypy 00’€KTHO-OPi€HTOBAaHOI
6ibmioTeku, 10 peastizye MeTof, HEMPOHHUX MepeX 3 (isuuHow iHbOpMallier A
pO3B’si3aHHSI KpalioBUX 3ajjau. Po3polbsieHO TipeaMeTHO-Opi€eHTOBaHy MoBy PLang
(Problem Language), sika BUKOPUCTOBY€ETHCS /i1 (pOpPMabHOTO OMUCY KPalOBUX 3a/ad.
BukopucTaHHs crieLjiasizoBaHOI MOBH [I03BOJIsIE BU3HAUaTH 3a/layy Ta KpaloOBi YMOBHU Y
3pO3yMi/Ivii /111 HAYKOBLIiB Ta iHKeHepiB ¢opMi. Lle cyTTeBO cripoiilye BUKOPUCTAHHS
3arporioHoBaHoi B Auceprariii 6i6miorekn. CTpyKTypa KiaciB 0ibGmioTeku repenbadae
MOXX/TUBICTh MacIITabyBaHHs KOPUCTyBauaMu 0i01ioTeKH.

151 TecTyBaHHS po3p00/eHHUX B POOOTI MeTO/[iB peasizallii HEHPOHHUX MepeXx 3
¢i3nuHOIO iH(OpMaLli€r0 po3B’A3yOThCA JiHIMHI Ta HEMiHIMHI 3a4a4i MPY>KHOCTI, MpsMi
Ta o0epHeHi 3az1aui piBHsSHb Broprepca, audepenijianbHi piBHsSHHS. [IpofeMoHCTPOBaHO
30KHICTh Ha YMC/TOBUX TIPUKJIa/iaX 3 pi3HUMU KpalilOBUMHM YMOBAaMU Ta TlapaMeTpaMH.

HanamryBanHsi rineprniapaMeTpiB HerpoMepexx 3 (i3vuyHOIO iHQoOpMaLiero €
aKTya/IbHOK 3ajjauer0 3 KiJIbKOX IMPUUUH. ['inmepriapameTpy, Taki SK KiJIbKICTh I1apiB,
KiJIbKICTb HEWPOHIB y KOXXHOMY Iapi, IIBUAKICTb HAaBYaHHS, TUIT AKTHUBAL[iIMHUX
(QYHKLiM Ta MapaMeTpu perynaspusalii, 3HayHO BIUIMBAlOTb Ha 3/aTHICTb MOZeJi
HaBUYaTUCS Ta y3arajbHIOBaTHU JaHi. [ljig Takux HeMpoMepeXX MpaBU/IbHe HalallTyBaHHS

rimepriapamMeTpiB Mo)kKe 3HAYHO TMOKpAIUTHA TOUHICTh Ta CTabi/IbHICTh MOJEeTHOBaHHS



¢isvuHux TmporeciB, 3abe3neuyroud Kpaie 3a/0BOJIEHHSI TPAaHUYHUX YMOB i
nvdepeHIiiiaTbHUX PiBHSHb.

B auceprariiiHiii poboTi peasi3oBaHO €BOJIIOLMHI METOAM OMNTHUMIi3arlil
rineprapamMeTpiB HEMPOMepEeXK 3a JOMOMOI0O0 POI0 YaCTOK Ta FTeHeTUYHI anroputmu. Lle
[I03BOJIUTH aBTOMAaTUYHO BM3HAYaTH HaWKpallly Mepexy [/s1 PO3B’si3aHHS 3a/aui.

[Ile opmHuM 3acoboM BU3HAUEHHSI ONTHMMAaJIbLHUX TilepriapaMeTpiB € MeToAu
TJIaHyBaHHST eKCIiepuMeHTiB. BoHU mosiAratoTe y po3pobiii edekTrBHOI cTparerii s
MPOBe/IeHHsS] eKCTIePUMEHTIB, sKa [J03BOJISIE 3MEHIIUTH KilbKiCTb HeoOXifHUX Mpob Ta
pecypciB, 3abe3mneuyroun Mpy [[bOMY TOUHICThb Ta HaJiliHICTh OTPUMAaHUX pe3y/IbTaTiB.

3acToCyBaHHSI METOZiB IUIAHYBaHHS EKCIIePMMEHTIB Yy KOHTEKCTI OITUMi3aLiii
rirepriapaMeTpiB HeHMPOHHUX MepeXX M03BOJISIE€ 3MEHIIUTH KiJIbKiCTh HeoOXiZHUX
eKcrieprMeHTiB. Lle eKOHOMUTL 0OUKC/TIOBaIbHI peCypCH Ta uac, 3MeHIIyIUd BUTPATH
Ha MPOBe/IeHHs] BeJIMKOI KiJIbKOCTI TpeHyBaHb Mogesel. JlocmiikeHHsT [JOroMararTh
BUSIBUTH K/TFOUOBI TiTiepriapamMeTpH, 1[0 MatOTh HalOiMbIINI BIUIUB Ha TIPOAYKTHBHICTh
MO/ eJIi, JO3BOJISIOUX 30CepeJUTUC Ha iX ONTHUMI3aLlii.

B juceprariitiniii po6oTi peanizoBaHO MeTOJ TUIaHyBaHHSI eKCIIepUMEHTIB
Generalized Subset Designs (GSD), sikuii 103Bo/si€e e()eKTUBHO 3MEeHILyBaTU KilbKiCTb
HeoOXiIHMX eKCTriepUMeHTIB 3 OaraTbMa rirepriapaMmeTpamMu Helpomepex 3 ¢i3uuHOI0
iH(opMmatiieto.

B poboTi moctipkeHo BIVIMB Ha CTiMKiCTh Ta 301KHICTh HEMPOMEPEXK ImapaMeTpiB
KpaloBHX 3aZlay, 30Kpema, KoeQillieHTiB y auQepeHLiialbHUX DPiBHSHHAX broprepca.
[Toka3aHo, 1m0 Tpu 306isbIIeHHI KoeiIlieHTiB, TOUHICTH Mofe/ieli HelpoMepex 3
dizuuHo iHbOpMariieto 3HWKYEThCS. [isi TTofonaHHs 1ji€l mpobieMu 3arporioHOBaHO
BUKODUCTaHHSI OiMbIl TITMOOKMX HeWpoMepeXX, SIKi 3[aTHi MOJe/IFOBaTH CKJIaZHiLIi
He/iHIMHI narTepHU B JaHux. Ilpoliec MOIIyKy ONTHMa/JbHOK CTPYKTYPU Mepexi B
JAHOMY BUIIAJKy He € iHTYiTUBHMM i 1oTpebye BUKOPUCTAHHSI METO/iB aBTOMaTUUHOTO
TMOIIYKY OMNTHMAaJbHUX TirepriapamMeTpiB, HampUK/aj, €BOJIOLIMHUX alropuTMiB abo
MeTOZiB IU/IaHyBaHHS eKCIIepPUMEHTIB.

OTxe, y AucepTaliiiHiii poboTi Oy/n0 BUpillleHO akTyaslbHY 3ajauy CTBOpPEHHS

BiKpUTOi 006’€KTHO-OPi€EHTOBaHOI apxiTekTypu 6i0sioTeku HellpoMepeKeBUX MeTO[iB



pO3B’si3aHHS KpaiioBuxX 3ajad. PeasnizoBaHo MeTogu HelipoMepexx 3 (i3UUHOIO
indopwmatiiero. Po3pobsieHo ripeameTHO-opieHTOBaHY MOBY PLang (Problem Language),
sIKa BUKOPUCTOBYETbCA /i1 (POPMasbHOIO OMWCY KpauvoOBUX 3ajad. s mokpareHHs
30i’KHOCTI HeMpOMepe)KeBUX MEeTO/IB peasi30oBaHO eBOJIIOLiMHI IMAX0AWM Ta MeTOAd
IJIaHYBaHHS eKCIIepUMEHTIB /IJIg ONTUMI3aLlil rineprnapaMerpiB. A TakOX JOCIiIKEHO
BIUIMB TapaMeTpiB KpallOBHX 3afiau Ha 30DKHICTb HeWpPOHHMX Mepex 3 (i3UuHOI0
iHdopMmatiieto.

3arporioHoBaHi B POOOTI MeTOAW IIPOTECTOBAaHO Ha MOJEeNbHUX 3a/auax
MIPY>KHOCTI Ta MaTeMaTU4HOI (i3UKu.

PeanizoBana 6ibmioreka MO)Ke  BHKOPHCTOBYBAaTHMChb  JOCHiJHUKAMU  Ta
ilKeHepaMu /i/isi pO3B’si3aHHS LIIMPOKOT0 KJ/Iacy KpaloBUX 3a/jau. A TakoxX Moxke OyTu
BHUKOpHCTaHa sIK YaCTHHa CCTeM KOMIT FOTepHOI a/ireOpu.

Kniwouoei cnoea: eBonioLjiliHa oNTUMI3aLlisg, 3a4ayi NPY>KHOCTI, KpaWloBi 3ajadi,
MeTo[Y TIoKpallleHHs1 30KHOCTI, Helipomepexi 3 ¢isuuHow0 iHbOpMallieto, obepHeHi

3ajjaui, piBHAHHA broprepca

ABSTRACT

Yarosh A.O. Neural Network Methods for Solving Boundary Value
Problems. — Qualifying scientific work on the rights of the manuscript. The dissertation
on competition of a scientific degree of the doctor of philosophy on a specialty 122
“Computer Science”. — Zaporizhia National University, Zaporizhia, 2024.

The dissertation is dedicated to developing an open object-oriented architecture
for a library of neural network methods for solving boundary value problems.

The significance of developing approximate methods for solving differential
equations is underscored by their extensive application in key fields of science and
engineering. Many physical phenomena can be mathematically described by differential

equations, but finding their analytical solutions is often challenging. Thus, numerical



methods for approximate solutions become critically important for computer modeling
and simulating the behavior of complex technical systems. Classical methods for
solving boundary value problems (such as the collocation method, Galerkin method,
and Ritz method) require the selection of basis functions to construct an approximate
solution. An incorrect choice can lead to inaccurate results. Additionally, increasing the
number of basis functions to improve accuracy can lead to computational complexity,
especially for large systems of differential equations.

Using physics-informed neural networks (PINNs) for solving boundary value
problems has several advantages over classical methods. First, neural networks allow
the approximation of complex physical processes without the need for selecting specific
basis functions. Second, neural networks can automatically detect nonlinear
dependencies in the data, making them effective for modeling complex physical
phenomena. Furthermore, neural networks can adapt to new data and problem
conditions without needing to revise analytical approximations, making them more
flexible and suitable for various fields of science and engineering. Neural network
methods are also effectively used for solving inverse problems, allowing the
determination of system parameters or medium properties based on measurements or
observations. Unknown constants of the inverse problem, which need to be determined,
are introduced as parameters of the neural network and optimized during training.

Currently, there are software libraries implementing physics-informed neural
networks, such as DeepXDE, NeuralPDE, Nvidia Modulus, SciANN, and PINNs-Torch.
However, the task formulation format is usually quite complex, requiring programming
knowledge and familiarity with library documentation. Additionally, existing libraries
provide users with a fixed set of functions, typically without the possibility of extending
and adding custom methods and code.

The dissertation work developed an object-oriented library architecture that
implements physics-informed neural network methods for solving boundary value
problems. A domain-specific language, PLang (Problem Language), was developed for
the formal description of boundary value problems. The use of a specialized language

allows defining the problem and boundary conditions in a form understandable to



scientists and engineers, significantly simplifying the use of the proposed library. The
class structure of the library is designed for scalability by users.

To test the developed methods for implementing physics-informed neural
networks, linear and nonlinear elasticity problems, direct and inverse problems of
Burgers' equations, and differential equations are solved. Convergence is demonstrated
on numerical examples with different boundary conditions and parameters.

Tuning the hyperparameters of physics-informed neural networks is a relevant
task for several reasons. Hyperparameters, such as the number of layers, the number of
neurons in each layer, learning rate, activation functions, and regularization parameters,
significantly affect the model's ability to learn and generalize data. Proper tuning of
hyperparameters can greatly improve the accuracy and stability of modeling physical
processes, ensuring better satisfaction of boundary conditions and differential equations.
The dissertation implements evolutionary methods for optimizing neural network
hyperparameters using particle swarm optimization and genetic algorithms, enabling the
automatic determination of the best network for solving the problem.

Another method for determining optimal hyperparameters is experimental design
methods. These involve developing an efficient strategy for conducting experiments,
allowing for a reduction in the number of necessary trials and resources while ensuring
the accuracy and reliability of the results. Applying experimental design methods in the
context of optimizing neural network hyperparameters helps reduce the number of
required experiments, saving computational resources and time. The research identifies
key hyperparameters that have the greatest impact on model performance, allowing for
focused optimization.

The dissertation implements the Generalized Subset Designs (GSD) method,
effectively reducing the number of necessary experiments for many hyperparameters of
physics-informed neural networks.

The study investigates the impact of boundary condition parameters on the
stability and convergence of neural networks, particularly focusing on the coefficients in
Burgers' differential equations. It is shown that as these coefficients increase, the

accuracy of physics-informed neural network models decreases. To address this issue,



the use of deeper neural networks is proposed, as they are capable of modeling more
complex nonlinear patterns in the data. The process of finding the optimal network
structure in this case is not intuitive and requires the use of automated hyperparameter
optimization methods, such as evolutionary algorithms or design of experiments
techniques.

Thus, the dissertation addresses the relevant task of creating an open object-
oriented architecture for a library of neural network methods for solving boundary value
problems. The work implements methods of physics-informed neural networks and
develops a domain-specific language, PLang (Problem Language), for the formal
description of boundary value problems. Evolutionary approaches and experimental
design methods for optimizing hyperparameters are implemented to improve the
convergence of neural network methods. The impact of boundary condition parameters
on the convergence of physics-informed neural networks has also been studied.

The proposed methods are tested on model problems of elasticity and
mathematical physics. The implemented library can be used by researchers and
engineers for solving a wide range of boundary value problems and can also be
integrated as part of computer algebra systems.

Keywords: evolutionary optimization, elasticity problems, boundary value
problems, convergence improvement methods, physics-informed neural networks,

inverse problems, Burgers' equations.
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BCTYII

AKTyasbHiCTb TemH. Po3poOKa e(eKTMBHOIO MaTeMaTHMUHOTO 3abe3redeHHs
CACTEM aHali3y IHKeHepHUX 3aJay € akKTyaJbHUM HarpsaMoM [AOC/iIKeHb. Lle
3yMOBJIEHO THUM, 0 edeKTUBHe MaTeMaThuHe 3abe3reueHHsi [03BOJISIE 3MEHIIUTH
BUTpATH 4Yacy i ¢hiHaHCOBUX pecypciB Ha Po3pOOKy Ta TeCTYBaHHS HOBHUX iH)K€HEPHHUX
pilieHb. Hampuknazi, BUKOPHUCTAHHS KOMII'FOTEPHUX CHUMYJISALIM 3aMiCTb (Pi3MUHUX
TIPOTOTHIIIB MOYKe CyTTEBO 3HHU3UTH BUTPATH Ha JJOC/TiKeHHS i po3p00OKH.

Pa3owMm i3 K/1aCMYHMMU TAX0[aMu, Harpukiaz, MeTo40M CKiHUeHHUX eJIeMEeHTIB,
y Cy4yaCHHX CHUCTeMax iH)XeHepHOr0 aHasli3y BUKOPDHUCTOBYHOTbCS TaKOXX HEWPOHHI
Mepeski TIpU TIPOrHO3yBaHHiI Ta omnTuMmi3zallii, 06po6iji curHaniB Toiio [1]. ImkeHepHi
3a/laui 4yacTO 3BOJATBCS [0 aHajdily MaTreMaTUYHUX MOfesied, $IKi OMUCYHThCA
Av(epeHLiaTbHUMY PiBHSHHAMM SIK JIIHIMHUMU, TakK i HeJIiHIMHAMU [2].

Ha ganuii yac po3BUHYTI TOTY>KHI HaO/MKeHI MeTOAW PO3B’si3aHHS KpalOBHX
3afau A5l AddepeHLialbHUX PIiBHAHb Ta CUCTEM 3 YaCTMHHUMU TIOXiTHUMM, TaKi,
HampuKiaz, s’k Metoy Pitma, I'anmbopkiHa, Kosmokallii abo CKiHUeHHHMX ejieMeHTiB [3].
AnbrepHaTHBOIO iM € HampsM “scientific machine learning” (SciML) a6o “Physics-
informed machine learning ” (PIML) [4, 5], ocobauBiCTIO SIKOTO € 3aCTOCYBaHHS
MeTOZIB MAalllMHHOIO HaBYaHHA Yy MOZE/FOBaHHI BUMOIVIUBHUX [0 PeCypCiB HayKOBUX
3agau. OCHOBOW /[ijii TakKuX MeTOAIB € TeopeMd Mpo 30DKHICTH ampokcuMariii
HEeMPOHHUMU Mepexkamu [6]. Ixes 1ux migxozAiB nmosirae y 3aMiHi HeBiZjoMoi (yHKLIT Ta
il moxigHMX HeWpPOHHOK Mepe)kel Ta 3aCTOCyBaHHSI J0JaTKOBOI iHdopmariii 3
audepeHLiabHUX pPIiBHAHb Ta TIpPaHUYHMX YMOB IIpM HaBuYaHHI Mepexi. Bymm
po3pobsieHi rmmbMHHI BapiaHTH MeTofiB Pitiia, I'anbopkiHa, Kosokariii Torio [7-17].
Pe3ynbTaToM po0OTHM IMX anropuTMiB € HeWpOHHAa MepeXka, II0 BiAToBizae
nvdepeHLiiaTbHOMY PiBHSIHHIO Ta KDAMOBUM yMOBaM.

3acToCyBaHHS HEMPOHHOI apXiTeKTYPHU [I0[a€ YMCe/IbHUM MeTO/laM Taki riepeBaru
[5]: mTyuyHi HeWpOHHI MepeXXi [O3BOJISIIOTh aAlPOKCMMYBATH HeJIiHiWHI 3a/1e)KHOCTI

JOBITbHOI CK/IQZHOCTI, Ha/allTyBaHHSI TapaMeTpiB Mepexi BigOyBaeTbcs T uac
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HaBUaHHS; TaKi MeTOAY € 3araJlbHUMU i MOXKYTh OyTH 3aCTOCOBAaHWMHM [0 3BUUANHUX
nvdepeHIiiaTbHUX PiBHSIHB Ta PiBHSHb Y YaCTUHHUX MOXiAHUX; e()eKTUBHO TpallOt0Th
Ha 3ajjauaX BHUCOKOI pPO3MipHOCTi; MMOWHHI MeToAM MOXYTb OyTH edeKTUBHO
peaJsii3oBaHi Ha Iapasie/ibHUX apXiTeKTypax.

o HepmonikiB MoKHa BifHeCcTU: HeoOXi/HICTh Ha/alITyBaHHS TirnepriapaMeTpiB
HelipoMepexx, 110 Moxe OyTH 0OUMCIIOBA/JILHO CK/IAQZHOK 3a/jauelo; HeJOCTaTHS
TOUHICTb TIMOMHHWX METOIB Y TIOPiBHSIHHI 3 K/JIAaCMUHMMW;, HEUpPOHHI Mepexi
CTaHJapTHO PO3IVIAAI0THCS K MeTOAU «UOPHOI CKPUHI».

AKTya/ibHOIO 3ajjauei0 € pO3BUTOK OOUMC/TIOBA/bHUX METOZIB PO3B’si3aHHS
nvdepeHiiianbHUX PIiBHSHL Ta iX CHUCTeM Y HarpsMi PO3IIMPEeHHS 3aCTOCYBaHHS
HelpoMepeXX [Jid PpO3B’si3aHHSI HeJiHIMHUX (i3WYHUX Ta IHKeHepHUX 3aiady,
3aCTOCYBaHHi MeTO/IiB IMOKpallleHHs 30i)KHOCTi HelipoMepeXK.

3B’sA30K po00TH 3 HAYKOBUMHM MpPOrpaMaMu, mjiaHaMu, TeMamMu. Ozep>xaHi B
aucepTaliliHiii poboTi pe3ysbTaTH TOBHICTIO BiJIOBi/alOTh OCHOBHHUM HarpsiMam
HAyKOBUX JOC/i[KeHb, 10 BHUKOHYKOTbCA Y 3aropi3bKOMy HalliOHa/JbHOMY
yHiBepcuTeTi. 30Kpema, poboTa BUKOHYBasjacs y BiJTIOBiHOCTi /10 TJIaHy HAyKOBO-
TeXHIYHUX POOiT 3armopi3bKoro HallioHa/JIbHOTO YHiBePCUTETY TPU BUKOHAHHI HAyKOBO-
JocmigHol TeMu: “MaTtemaTvuHe Ta TIporpaMHe 3abe3reueHHsT HayKOBUX AOC/IiKeHb”
(Homep mepykaBHOI peectpariii 0121U114694), sika BUKOHyBajach y Meykax poOoUoro
yacy BUKJ/IaJlauiB.

Mera i 3agaui JoctimKeHHsa. MeTow AucepTaljiitHOro A0C/ipKeHHs € po3poOKa
BiKpUTOi 006’€KTHO-OPi€EHTOBaHOI apxiTekTypu 6i0sioTeKn HellpoMepe)KeBUX MeTO[iB
PO3B’sA3aHHS KPalOBHX 3a/ay.

HocsrHeHHs OCTaB/eHOT MeTH nepebauae BUPillleHHsI HACTYITHUX 3a/jau:

1) mpoBefieHHS aHAMITUYHOTO OIMISIAy HasBHUX TaxomiB Ta 06ibmioTek
HelipoMepeXXeBHUX 0OUMCIIOBAJIbHUX METOZiB, X MPOrpaMHOI apXiTeKTypH i criocobiB
3aCTOCYBaHHS;

2) cTBOpeHHs BigKpuToi 00’€KTHO-Opi€HTOBAHOI apxiTeKTypw 0ibmioTekn
HelipoMepeXXeBHUX OOUMC/TIOBaTbHUX MeTO/[iB, sika O J03Bosisyia MaciiTabyBaHHS Ta

JI0ZlaBaHHSI HOBUIX TTiIXO/iB;
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3) po3po0OKa BiAMOBIAHHUX a/JTOPUTMIB peaJstizarfii HeHpoMepe)KeBUX MeTO/IiB
PO3B’si3aHHS KpaliOBUX 33/1ay;

4) CTBOpEeHHS BiAMOBi{HOTO ITPpOrpaMHOTO 3abe3rneueHHs;

5) BUKOHAaHHSI TeCTOBUX pO3paxyHKiB s Bepu@ikailii edheKTUBHOCTI
3alpOMNOHOBAHOI apXiTEeKTypy Ta aJlfTOPUTMIB.

O6’ekmom 00ci0HCeHHs € TIPOLieC PO3B’si3aHHs KpalloBUX 3a/lau 3a /I0TIOMOTOl0
HelipoMepekeBUX 00UMC/TIOBaIbHUX METO/IIB.

IIpedomemom OocnioxiceHHss € 00’€KTHO-Opi€EHTOBaHa apXiTeKTypa BiJKpUTOroO
MporpaMHOro 3abe3reueHHs, 1[0 peasidye Helipomepe)keBi 0OUMC/IOBabHI MeTOAU
PO3B’s13aHHS KpallOBUX 3a/iau.

Memoodu 0ocniddceHHss 06a3yrOThCSI Ha 3aCTOCYBaHHI ariapary O0O4YMC/IHOBabHOL
MaTeMaTHKH, TIPUK/IaJHOTO Ta CACTEMHOTO IMpOrpaMyBaHHS, 00’€KTHO-OpPi€HTOBAHOTO
aHasti3y.

HaykoBa HOBHM3HA 0/ ep)KaHMX pe3y/IbTaTIB I10/1Ira€ y po3B’s3aHHI aKTya/IbHOI
33/laui CTBOpeHHsI e(eKTHBHOI 00’€KTHO-Opi€eHTOBaHOI apxiTeKTypu 06ibmioTekn
HelipoMepekKeBUX 00UMC/TIOBAa/TbHUX METOZIB.

[Tpu BUKOHaHHI JucepTaliiHol po60TH OTPUMaHO TaKi HayKOBi pe3y/bTaTu:

1) enepwe 3amporioHOBaHO 00’€KTHO-OPiEHTOBaHy apXiTeKTypy 0ibmioTeku
HelpoMepeXXeBHUX METO/IB PO3B’si3aHHSI KPalOBUX 3a/1ay, sika, Ha BiIMiHY BiJ iCHYFOUHMX
6ibmioTek, peasnizye MOBY OINMMCYy KpPaMOBMX 3ajlau Ta METOAM TOKpaleHHs 30iKHOCTi
HelipoMepex;

2) ompumanu nooanbWo20 po3BUMKY MeTOLY HeMPOHHUX Mepex 3 (Di3MYHOI0
indopwmatiiero, sKi Oy/10 afanTOBaHO /AJ1s PO3B’sI3aHHS 3aau ITPY>KHOCTI;

3) enepuwe peani3oBaHO MpPeAMETHO-OPIEHTOBaHY MOBY /i1 (POPMaIbHOIO OMUCY
KpaloBUX 3aJjau Ta iX po3B’si3aHHs 3ac00aMU HeMPOHHUX Mepex;

4) enepwe OTPUMaHO 4YMCebHI pO3paxyHKM TEeBHMX K/aciB KpallOBUX 3ajjad
MeToaMU HelpoMepex 3 (hi3MYHOr0 iH(pOopMaLli€to.

IIpakTuUuHe 3HaUeHHsI Ofiep>XaHUX pe3y/bTaTiB. 3arporoHoBaHa B AUcCepTaLlil
apxiTekTypa 0i0nioTeKkn Helipomepe)keBUX MeTO/iB pO3B’s3aHHsS KpallOBUX 3ajau

CIIpUATUME PO3LMIMDEHHIO 3dCTOCYBdAHHSA DLHUX METO,[[iB B lH}KEHeleﬁ HpaKTI/I]_[i.
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Po3pobsieHa 6i6sioTeka Ta riporpaMHe 3a0e3reueHHs ja€ MOXK/TMBICTh aBTOMATH3yBaTU
TIpoLieC pO3B’s3aHHs KPalOBUX 3a/jau Ta MOXKe BUKOPHMCTOBYBATUCH SIK CKJIa[J0Ba CUCTEM
AaBTOMAaTU30BaHOTO MIPOEKTYBAHHS ab0 CHCTeM KOMIT FOTepHOI anreOpu.

Anpobanisa  pe3yibTrariB  JOCTiHKeHHsl.  Pe3ynbraTyi  AucepTaljiitHOro
J0C/Ti/pKeHHsT Oy OTIPU/IIOAHEHI Ha TaKWX HayKOBUX KOH(epeHL[isxX:

1) JBanagusara  BceykpaiHCbKa, [ieB’SITHaZsTa  perioHaJibHa  HayKOBa
KOH(EpeHIlii MONOAUX [AOCHIAHUKIB «AKTyanbHi TpobreMu MareMaTHKA —Ta
iHopmatukm» (3anopixoks, 2021 p.);

2) TpuHagusta BceykpaiHchbKa, ABaflisiTa perioHajbHa HaykoBa KOH(epeHIlis
MOJIOIUX JOCHIHUKIB «AKTyanbHi TIpoO/eMHM MaTeMaTUKH Ta iH(GOpMaTUKN»
(3amopixoks, 2022 p.);

3) HotnpHagusara BceykpaiHCbka, [ABaALSTh Tieplla perioHajbHa HayKOBa
KOH(epeHIlii MONOAMX MAOCHIJHUKIB «AKTyanbHi TpobreMu MareMaTHMKA —Ta
iH(opmatrkm» (3anopixoks, 2023 p.);

4) Mi>kHapoJHa HayKoBa KOH(EepeHI[ifl «aKTya/bHi Tpo06IeMH MeXaHiKM —
2023» no 145-pivus Big aHs HapogykeHHs: C.I1. Tumoienka (Kuis, 2023 p.);

5) [’atHapusita BceeykpaiHcbKa, [ABaALSTbL [Jpyra perioHaJbHa HayKOBa
KOH(epeHIlii MONOAUX MAOCHIAHUKIB «AKTyanbHi TpobreMu MareMaTHMKA —Ta
iHopmatrkm» (3anopixoks, 2024 p.);

6) II MixkHapoaHoi HaykoBOi KoHdepeHIlii «PO3BUTOK HayK B yMOBax HOBOI
peasibHOCTi: pobiemu Ta nepcriekTuBu» (Kuis, 2024 p.);

7) MixkHaposiHa HaykoBa KOH(QepeHL|isl «IHHOBaLlii Ta HAyKOBMM IOTEHLiasl
cBiTy» (3amopixoks, 2024 p.).

ITy6nikanii. OcHOBHI mosiokeHHsT poboTu Oyso omy6/ikoBaHo y 10 HayKOBHX
mpaisx, i3 Hux: 3 crarti omyOsikoBaHO y (haXOBUX BUJAHHSX, IO HajeXaTb [0
Kareropii b; 7 Te3 fonoBi/ieli Ha HAYKOBO-TIPAaKTUYHUX KOH(epeHI]isX.

Ctpykrypa Ta o0csar podoru. [Juceprailisi CK/Iafla€ThCsl 3i BCTYIY, YOTHPHOX
PO3/iJIiB, CIHUCKY BUKOPUCTAHMX JpKepen Ta AO0AaTKiB. 3arajJbHuUi 00cAr auceprariii

cTaHoBUTh 119 ctopiHku. Pobora wmictuth 46 pucyHkiB Ta 2 Tabmuili. Crnmcok
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BUKOPUCTaHUX mkepesn Hamiuye 109 HaimeHyBanb (13 ctopiHok). [omatku — 6

CTOPIHOK.
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1 AHAJII3 CTAHY ITPOBJIEMUA

1.1 Oraaj nyostikarii 3 TeMH JOC/Ti/PKeHHS

[Ty6mikariii, mpucesiueHi 3actocyBanHio PINN Mepexx /10 po3B’s3aHHSI KpallOBUX
3a/]a4, BapitOIOThCA Bijj TEOPETUUHUX NOCIIJKeHb [0 MPakKTUUYHUX 3aCTOCyBaHb. BoHU
OXOTUTIOIOTh IITUPOKWI CTIEKTP TeM, BK/TFOUarourd PO3pOOKY Ta ONTHUMI3alfifo apXiTeKTyp
PINNs, mopiBHSI/IbBHMM  aHali3 i3 TpajuLliMHUMH  UYWCEbHUMH  METO[aMH,
BIIPOBA/PKEHHd B Trasysi, Taki K MexaHika piIUH 1 rasiB, e/leKTpOAUHaMiKa, Ta
obumc/roBaibHa MexaHika. [TpakTuuHi 3ajaui, sSIKi 4acTO pO3I/ISANAIOTHCS, BK/IHOUAIOTh
MO/Ie/TFOBaHHS PYXy PiZiMH, TeruIoBUX TIPOLieciB Ta AWHAMIKA OioNOTiyHMX CHCTeM.
Oco06/MBy yBary TpUJiSETbCS Baslifiarlii OTpUMaHUX pillleHb Ta aHaji3y iX TOYHOCTI i
crabispHOCTI. Po3r/isiHeMo fasti oCHOBHI TyOsTiKallii 1IbOTro Harpsmy.

Crartio [7] mipucBsiueHO po3po0Iii 3araJbHOTO MeTOo/Jja PO3B’sI3aHHS 3BUUYANMHUX
qvdepeHLiaTbHAX PIBHSIHb Ta PIiBHSAHb y YaCTMHHUX MOXiJHUX, SIKUM 3aCTOCOBYE
HeMPOHHI Mepexi A5 anpokcyuMallii HeBizioMoi (yHKLil. BUKOpHUCTOBY€EThCS Mepexa
MPSIMOTO TIOLIMPEHHSI CUTHasly, TapamMeTpyd SKOI HaJallTOBYIOTHCA MPU MiHiMi3aLlil
BiZIMOBiIHOT PyHKIIiT BTpaT. B CcBOIO uepry, PyHKIIisi BTpaT CK/Ia/Ja€ThCs 3 IBOX YaCTUH.
[Tepmmii usieH BiAmoBizae moyatkoBUM ab0 rpaHUUHHAM YMOBaM 3afiadi. [Ipyruii ujieH
3a/la€ HEMPOHHY MepeXy, sika TTOBMHHA 3al0BOJILHATU AU(epeHL]ia/IlbHOMY PiBHSIHHIO.
Ocob6nuBiCT I[LOTO METOAY TIOSATAE B TOMY, II[0 PO3B’SI30K IPEACTABISETHCI Y
3aMKHYTiM [gudepeHLilioBaHii (OpMi, Ky MOKHa BHUKOPHUCTOBYBATH Yy TMOJAJIbILIMX
oburiciieHHsX. B To#t yac sIK TpaAMiliiiHi MeTOAW MPOTOHYIOTh AUCKPETHHH PO3B’SI30K
(meton Pynre-Kyrtra, mocmifoBHUX HabamwkeHb TOIO). [1eMOHCTPYeEThCsl 30iKHICTh
3alporNOHOBAaHOI0 METO/la 3 TOUHUMH PO3B’I3KaMU MOZEe/TbHUX 3a/au.

B po6ori [8] po3pobasieThest miaXia 40 HaBUAaHHS HEHPOHHMX MEPEeXK Ha OCHOBI

JaHUX, 1[0 ONWCYITb JedKWd  (i3WyHMM TIpouec. ABTOPU  TIPOIMOHYIOTh
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BUKODUCTOBYBAaTU aripiopHi 3HaHHS TIPO BiAMOBifHI (i3WyHi 3aKOHM Ta TiMOTETUYHI
3a/Ie)KHOCTI SIK perynsipu3atopyd (yHKIIil BTpaT Hellpomepexi. B 3a/exHOCTi Bifj
XapaKTePUCTHUK HassBHUX JAHUX, PO3pPO0JIEHO [[Ba TUMM MOjesiei: 3 HellepepBHOI0 Ta
JVCKDETHOK) YacoBOK IIKaaow. [lepmmid TuUm MOXe BHUKOPHUCTOBYBaTHChH —[IJIsI
anpoKcHMallii mpoCcTopoBo-uacoBuUx (GyHKIIW. Mogeni apyroro Tumy mepe0avatoTh
iTeparlifiHyii TIpollec 3 KPOKOM 3a 4YacoM. B po06oTi po3rissHyTO MapamMeTpuuHi Ta
HeJliHiWHI AudepeHLlia/ibHi piBHIHHS B YaCTUHHUX TMOXiAHUX.

Crarts [9] npucBaueHa po3po0bili HelWpoMepe)keBOrO BapiaHTa MeToja
lanpopkiHa po3B’si3aHHsI OaraToBUMIipHHX TlapaboiyHuX AudepeHIiiabHUX PiBHSHb.
[lei BapiaHT MeTOZA B LIJIOMY BiJIMOBiJla€ K/JIACUYHOMY IMiAXOAY Ta Ma€ TaKi OCHOBHI
eTanuy: HeBiloMa (YHKI[ig 3aMiHIOETbCSI HEUPOHHOIO MepeXker, i3 3aCTOCyBaHHSM
MeTOJla aBTOMATUYHOTO AuWdepeHIjifoBaHHS O00UMC/TIOIOTLCA  HeoOXigHi  MoXigHi;
dbopMyeThCs 1i/IboBa (YHKIIiS, sika € KOMOiHaI[i€r0 KBaJ[paTUUHUX Bi/IXWU/eHb 3HaueHb
PiBHSIHHSI Ta I'PAaHAYHUX YMOB; T€HEPYEThCS BUITAJKOBa MHOKMHA MPOOHUX TOYOK 3
oOsiacTi Bu3HaueHHs 1IyKaHOi (YHKIJil Ta TPaHUYHUX YMOB; OOUMCITIOETHCS 3HAUEHHS
HeB’SI30K 11i/IbOBOI (DYHKIIii Y BUMAJKOBUX TOUKAX; 3aCTOCOBYETbCS KPOK I'Pa/liEHTHOTO
CIyCKy [0 3HaueHb TapaMeTpiB HEMPOHHOI Mepexi, MPUUYOMYy MapameTp MIBUAKOCTI
HAaBUAHHSI 3MEHINYEThCSA 3i 3POCTAHHSIM KUIBKOCTI iTepali anaroputMmy. OTxe,
HelipoMepeskeBU BapiaHT MeTozia ['anbopkiHa 3amiHtoe 6a3ucHi (QyHKLiT Ha HeHPOHHY
Mepexy. Ilix yac HaBYaHHA MepeXi CTOXaCTUYHMM TpPaJi€HTHUM CIIyCKOM
HaJIAIITOBYIOThCS TMapaMeTpu HeupoMepeXi 3 YypaxyBaHHSIM IudepeHI]iaIbHOro
PiBHSIHHSI Ta KDAMOBUX YMOB.

HeiipomepexxeBuii BapiaHT MeToza Pitiia mpornonyetbcst B pobori [10]. OcHoBHa
ijless bOro MiAXo[ly TAaKOXK CXO)Ka Ha TorepefiHi 3 BpaXyBaHHSIM TOTO, 110 Liel MeTOf
3aCTOCOBYETbCA [J1s1 BapialivHuX 3afad. PyHKIII arnpokcUMallili 3aMiHIOKThCA Ha
HeWpoMepexXy 3 I[apaMeTpamM, fIKi HaJallTOBYHOTbCA MiJf YaC HaBYaHHI MeTOJOM
IPajlEHTHOrO CITYCKY.

PobGora [11] mpucBsiueHa afamTaljii HEMpOMEPEXX OO0 MeToAa KOJIOKallii Ha
MpUK/IaJl PpO3B’s3aHHSA 3aZaul 3rMHY TOHKUX KBaJpaTHUX Ta KPYIVIUX IIJIaCTUH.

PEBYJIbTaTI/I 00U C/TIOBa/TbHUX EKCHepI/IMEHTiB AEMOHCTDYROTb y3FO,£[)KEHiCTb
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TPOrHO30BaHOI JedopMaliii MIaCTUHHW 3 TOYHHMM pPO3B’SI3KOM. 3a3HauaeTbCs, 10 3i
30i/IbITIEHHSIM KiZTbKOCTi I1apiB HEMPOHHOI MepeXki IMPSIMOro TOILIMPEeHHSI CUTHaIy Ta
KiJTbKOCTi HeWPOHIB B HUX, MPOrHO30BaHe 3HaueHHsS HaOMKaeTbCsl 10 TOYHOTrO. [lpu
LIbOMY, BUKOPDUCTOBYBa/IMCb BUIAJKOBI TOUKM KOJIOKaLlii, cepejHs KBaJpaTUyHa
noxubka /s OI[iHKM (yHKIIi BTpaT Ta BapiaHT MeToAa TpaJi€eHTHOrO CIycKa 3
a/JalITUBHOIO LIBUJKICTIO HABUaHHS.

PobGoty [12] mpHCBsSUeHO BUKOPHCTAHHIO (YHKI[IOHA/y TI€PIIOTrO ITOPSIAKY
MeTOJy HaWMeHIIMX KBaJpaTiB y SKOCTi (yHKLii BTpaT HeUpOMepexi MNpsIMoro
MOIIUPEeHHsI CUrHanay. MeToj BUKOPUCTOBYETbCS [J/I1  PO3B’SI3aHHSA  eINTUYHUX
nvdepeHIiiiaTbHUX PiBHSHb.

B crarri [13] npezcTaBieHO apXiTeKTypy HelpoMepeski JUHAMiYHOTO TIMO0KOTro
HaBUaHHSI Ha OCHOBI MeTOAY CKiHUEHHUX eJleMeHTIB [Jisi PO3B’sI3aHHS JIiHIMHUX
rnapameTpuuHux AudepeHLialbHUX PpIiBHSHb 3 YaCTUHHUMM noxigaumu. Ilig dac
YTOUHEHHSI CITKA 3B’SI3KM MDK HeHMpPOHaMM B apXiTeKTypi Mepexi IMiTyrOTb rpagik
3B’SI3HOCTI CKiHUeHHMX ejileMeHTiB. Po3missHyTO [ekinbka (GyHKLiW BTpar. MeTog
peaJti3oBaHoO Jij1s MPOCTOPOBOi obsacTi 1D.

Crartio [14] T1ipHUCBSYeHO TIOEAHAHHIO KJIAaCHYHOTO MeTofla CKiHUeHHMX
eJIeMeHTIB 3 HeiDOHHUMU MepeXkaMH [I7isi O3B’ si3aHHs MIPSIMUX Ta 0OepHeHUX 3a/1au.

B [15] po3srnsigaetbcs apantuBHUM anroput™ hp-FEM, skuii reHepye
ONTUMaJIbHe YTOUHEHHS CiTKM Ta 3abe3rneuye eKCIOHeHIlia/lbHy 30iKHiCTb UMCeTbHOI
MOXWOKM BiIHOCHO pO3Mipy CiTKHA. TakuM uMHOM, Ije ZI03BOJISI€E BUPIIITyBaTU CKJIaHi
iKeHepHi 3afladi 3 MaKCUMaJbHO MOK/IMBOIO UHCEBHOI TOYHICTIO. Y 1iili po6oTi
3aMiHIOETbCS  0OUMC/IOBAIbHO —JIOpOTe  SIPO  aJiTOPUTMY  yTOUHEHHSI TJIMOOKOHO
HEHMPOHHOK Mepexkero. Mepeka BUMTHCS ONTHMMAJbHO YTOUHIOBAaTU €/IEMEHTH Ta
3MIiHIOBaTU MOPSAOK TomMiHOMIB. OT»Ke, [JeTepMiHOBaHMM aJIfOPUTM 3aMiHIOETHCS
HEUPOHHOK MEPEXKER0.

HeiiponHi mepesxxi pafianbHOo OasucHux ¢yHkuin (PB® mepesxi) 3 ¢izuuHoO
iHndbopmMariiero po3pobssitoThesi B poboti [16]. Ha BigMmiHy Bif rmmbokyx HeWMpOHHUX
MepeX, pafiiasibHa 0Oa3WcHa MepeXXa MICTUTh TiIbKA OAWH TIPUXOBaHWM 1ap i

BiJTOBiIHO pafianbHi Oa3ucHi GyHKIT akTHBallii. [IpogeMOHCTPOBaHO, 110 JaHWI THUIT
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Mepe)X 3 BHWKODUCTAHHSM METOMIB TPaJi€HTHOTO CITyCKy € 30ikHuM. UwucenbHi
TIPUK/IaIN TI0Ka3asiu, 1[0 PB® mepexi € 6inbIn eeKTUBHUM Y pO3B’si3aHHI HeTiHIMHUX
mvdepeHIliabHUX PiBHSAHb B UYaCTMHHUX TOXiHMX, HiK TJTMOWHHI HeMpoMepexi 3
di3uuHoO iH(OopMali€to.

B [17] po3rnsiHyTO Tigxia aHcam6moBanHst PINN Mepex ayst 6ibiiioi cTiikocTi
PO3B’SI3KY.

CrarTio [18] nmpucBsueHO BIPOBa/)KeHHIO BAOCKOHa/ieHOI HepOHHOI Mepexi 3
GdisnuyHOO iH(dOpMalli€el0 s OLIHKA TlapaMeTpiB TPHUCTPOIB  eleKTPOMepPexi.
Po3po6sieHO MeTO[0/IoOri0 TIepeTBOPeHHs [aHuX, sKa 3HAauyHO TIPUCKOPIOE TIPOLeC
HaBYaHHS, J0CATal0uM 30iMbIIeHHs MBUAKOCTI 0 82,87% MOpPiBHAHO 3 OpPUTiHA/ILHUM
PINN.

B [19] 3amporioHOBaHO HOBY CTPYKTYpPy I/IMOOKOrO HaBUaHHS TIifi HAa3BOIO
TOKpallieHnX ApoOoBUX HEMPOHHUX Mepex 3 (i3uuHor0 iHbopMaili€ero.

Y crarri [20] nponoHyeTbCd MiAXi[ A8 TOKpalleHHs HaBYaHHA MOZei
HelPOHHOI Mepexi 3 (i3nKor0 /151 Mapabo/iyHMX 3azau i3 pi3ko 30ypeHor0 TT0YaTKOBOIO
yMOBOW. K TIpUK/aajA mapabosivyHOl 3a/aui pO3IVisA/la€ThCsd PIiBHSIHHS aJBeKIlii-
JVCITIepCii 3 T0YaTKOBOX YMOBOIO TOYKOBOI'O [ayCOBOIO JyKeperia.

¥ [21] 3ariponioHOBaHO B/IOCKOHA/IEHUM MeTOJ, MPOrHOo3yBaHHsS Ha 0cHOBi PINN
3 METOI0 PO3B’si3aHHS JuepeHLiiaTbHUX PiBHSIHb B YaCTUHHUX MOXIiHUX 31 CK/Ia[IHUMU
IrPAHUYHUMH YMOBaMH, TaKWMM SIK TDaHWuYHI YyMOBM HeliMaHa, B SIKMX XapakKTepHa
iHdbopMaljisi TPOCTOPOBOrO PpO3MOZiNy 30i/bIIYETbCS 3a [JOMOMOIOI  HeBeIUKOl
Ki/JIbKOCTI BUMIPSIHUX [@HUX, a PIBHAHHSA BTpaT AUHAMIUHO KOPDUI'YETHCS 3a BarOBUMU
koedilieHTaMu BTpaT. BuMipsiHi aHi mepeTBOPIOIOTHLCS Ha KBaJpaTUYHUU pery/isipHUAN
yieH i JojaroTbcs A0 GYyHKIIT BTpaT sK [AaHi O3HaK, 11100 KepyBaTW IIpOLieCcOM
OHOBJIEHHS /I/isl Bary Ta KoedillieHTa 3CyBy KOXKHOTO HelipOHa B HEMPOHHI MepeXxi.

3BOpPOTHO CyMiCHa HelpoHHa Mepexa 3 (isuunumu Bigomoctsamu (bc-PINN) €
YaCOBOK TIOCJIIOBHOK CXeMOK [/ po3B’s3aHHss PDE mporsirom moc/ifoBHUX
CerMeHTIB uacy, 3a/J0BOJIbHSIIOUM BCi paHillle OTpUMaHi pillleHHs1. Y [22] nponoHyeThCst
BJIOCKOHAJIeHHs1 OpuriHasbHOro aaroputMmy bc-PINN y aBox acriekrax Ha OCHOBI

XdPAKTepUCTHUK PO3MOBCIOAKE€HHA ITOMHJIOK. O,[[I/IH TOJIArda€ B TOMY, H_[06 3MIiHUTHU YjieH
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¢byHKLii BTpar A/ 3abe3rmeueHHs] 3BOPOTHOI CyMiCHOCTi, BUOpaBIlIM HalOibIll paHHE
BUBYEHE pIillleHHs [Jis KOXXHOTO [MiAJOMeHYy $SIK TCeBJOeTaJIOHHe pillleHHs. [HImi
MoJIAra€ B MPUMHATTI KOHKATeHaLllii pillleHb, OTPUMaHUX BiJj OKpeMHUX IiJMepex, SK
OCTaTouHoi (hopMH MTPOrHO30BaHOTO pilieHHs. [TokpaieHa 3BopoTHa cyMicHicTb PINN
(Ibc-PINN) 3actocoBaHa mJii [AOC/TIpKEHHS XBW/Ib BHILOrO TMOPSIAKY, KepOBaHMUX
[lAHUMH, [1J1s1 HesliHiMHOTOo piBHAHHA Lllpexinrepa.

MogentoBaHHS TIOTOKY Ha OCHOBi HEMPOHHUX Mepex 3 (pi3ruHOor0 iHhopMalli€to
PINN cTae po3BMHEHOI TEXHIKOI IITY4YHOTO iHTeNeKTy JJis BUpillleHHs1 rpobsieM
auHaMiku piguH. OgHak 3Buuaiidi PINN cTHKaroThCs 3 BIaCTUBUMH 00OMeXeHHSIMU TTPH
MO/Ie/TFOBaHHI HECTUC/IMBUX PiJliH, TAKUMHM SIK TPYAHOII y BUOOpPi TOUOK Bifjbopy mpoo,
GanaHCyBaHHI e/leMeHTiB BTpaT Ta OnTUMi3arlil rineprapametpis. L]i oOMexxeHHs1 uacTo
npu3BOAATE A0 moraHoi 36ikHocti PINN. IIlo6 momosaty 1i mpobsemu, y [23]
TIPOTNIOHYETLCS TIOKpallleHu i 3aranbHui PINN 15 aHanisy piguHHOl quHamiku. Llel
MiAXig BK/IIOUAa€E TPW K/TIOUOBI BAOCKOHA/IEHHS: aJalTUBHUM Bif0ip criocTepe)keHb 3
HaboOpy /JaHMX Ha OCHOBIi 3a/MINKiB, SIKW{ aBTOMAaTUUYHO Bi/[0OMpae criocTepekeHHS B
obmactax i3 OiNBIIMMU 3a/MINIKaMH; aZalTHBHI Bard; BUKOPUCTAHHS a/ITOPUTMY
ontumiszanii gudepeHiiaabHOI eBostoLlii. Pe3ynbraTd MoJentOoBaHHS [e€MOHCTPYIOTh
XOpOLLY Y3rO[KeHiCTb $K 3 aHaJITUUHUMM PillIeHHAMU, TakK 1 3 pe3y/Jbraramu
TIOPiBHSUILHOTO 00UMC/IeHHs 3ac00aMy 0OUMC/TIOBATLHOI TiJPOIUHAMIKHY.

Y [24] 3amporoHOBaHO TIOKpAIlleHW MeTof IVIMOOKOTO HaBUaHHS  [ijis
MOZIe/IFOBaHHS COJIITOHHOT'O PO3B’ 13Ky PiBHAHHS XaKC/Ii.

Bibmioreka po3B’s3aHHs AudepeHLianbHux piBHSHb DeepXDE, sika € Python
peasi3alji€to TIiJXOAy Ha OCHOBI HeWpOHHUX Mepex 3 (¢i3uuyHow iHdopMalliero
po3rnsifjaeTbcs B cTarTi [25]. [IpornoHyeThCs MeTo/ aflaiTUBHOTO YTOYHEHHSI Ha OCHOBI
3a/MIIKIB. Pe3ysnbrati MoZesitOBaHHSI TIOPIBHIOKOTBCS 3  METOAOM CKiHUEHHUX
efemMeHTiB. Po3misggaloTbCad  3a/aui  anpokcumallii  3a7aHoi  yHKII HeMpOHHOI0
Mepeykero, pO3B’si3aHHS 3BUUYalHUX Au(depeHiliaTlbHUX PiBHSIHb Ta PiBHSIHb Y YaCTUHHUX
TOXiTHUX, a TakoX obOepHeHa TIpoOneMa udepeHIlia/IbHUX PIiBHSHb B UYaCTHHHUX
noxigHux. Bib/mioTeka IIMPOKO 3aCTOCOBYETHCS Y HAYKOBUX JIOCi/I)KEHHSX, 30KpeMa B

[26] diznuHO-iHPOpMOBaHi HEMPOHHI MepeXXi 3aCTOCOBYIOTHCS B 3alauax ONTUMi3allii.
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B [27] mepexi 3 momaTkoBoro ¢i3uuHOIO iH(OpMaI[i€l0 3aCTOCOBYHOThHCS IS
PO3pO0OKH CHCTEeMH HellepepBHOI0 MOHITOPHHI'Y CTaHy MeXaHiuHOI CMCTeMH Ha OCHOBI
naHux. Po3B’s3yeTbCsl 3ajaua TIporuHy Oanku  Elinepa-bepHymii. Po3risgaerbes
pO3MIO/i/IeHe TIONepeyHe Ta TOYKOBe HaBaHTa)KeHHs. Pe3y/bTaTyé MOPIBHIOKOTHCH 3
aHa/IITUYHUM Ta CKIHUEHHO-e/IeMeHTHHUM PO3B’fI3KaMU, MPOJeMOHCTPOBaHa 3a/0Bl/IbHA
30DKHICTh HEMPOMEPE’KeBOTO METO[TY.

PoGoty [28] mpucBsueHo ajanTailii HeHPOHHMX MEPeXX Ha OCHOBi (i3uKu s
BU3HAUEHHs BepTHKa/JIbHUX TlepeMillieHb i KYTiB  3akpydyBaHHS  0ajiok 3
dyHKIioHaTbHO-TPaZiieHTHUX MartepiasiB. OcobmuBicte BukopucTanHsa PINN B 1giti
po0OTi To/SIra€ 'y BUKOPHUCTaHHI €HEPreTUYHOro ITigxoAy. MeTon TeCTyeTbCs Ha
Marepiajsi 3 pi3HMMM 3a HampsiMaMHd BIaCTUBOCTAMHU. HaBelleHO KijJibKa UKCeTbHUX
TIPUK/IaZiB, sIKi IOKa3ylOThb FapHY y3rOPKEeHICTh i3 pO3B’si3KaMU 3aKpUTOI (hOpMH.

B crarri [29] npeactaBneHo 3actocyBaHHsi PINN f/151 aHamizy BUTMHY Ta BiJTbHOL
BiOparjii TpuBUMIpHUX TIOPUCTUX OasoK 3 (YyHKI[iOHATLHO TPAJ[iEHTHOTO Marepiasy.
[Tpumycka€eThCs, 1[0 BMAaCTUBOCTI Marepiany 0anku Oe3repepBHO 3MiHIOIOTHCS B TPbOX
BUMipax BIAMOBIIHO A0 MA0BiMbHOI (yHKII. OCHOBHI piBHSHHSI PyXy OTpHMMaHi 3
BUKODUCTAHHAM  TpuHLuIly  ['amisibToHa Ta  po3B’s3aHi  3a  JONIOMOIORO
obuncmoBanbHoro miaxogy PINN. IlporwH 6anky ampoOKCUMYETBCS 3a JJOTIOMOTOIO
rmbOKoi HeMpOHHOI Mepexki MpsSIMOTO TIOIMIMPEeHHsS CHMTHaTy, BXifiHOIO iHbopMailiero
SKOI € MPOCTOpOBa KoopauHara. [lapameTpu Mepexki HaBUarOTbCSA LUIAXOM MiHiMi3aLlil
GyHKLiI BTpaT, L0 CK/IaJAa€TbCd 3 KepiBHOrO JAWepeHLia/ibHOrO piBHAHHS Ta
rpaHUYHUX yYMOB. BjlacHa dactora 6Ganky poO3IAJaeTbCs SIK HEBiJOMUI MapameTp y
KepiBHOMY PiBHsSIHHi; TAKUM YMHOM, MOTO TIOTPiOHO OTpUMaTH, po3B’si3yroun 0bepHeHy
3azauy. Llsg npoueaypa [03B0sIsi€ 3HAXOAUTH BULL BJIaCHI YaCTOTH MO/, 1110 HEMOK/IMBO
3a rioriepeHiMy MetofaMu PINN.

MeTop, HaiMeHILIMX KBaJpaTiB y KOHTeKCTi meTozosorii PINN po3rnsigaeTtbcs B
poboti [30]. KirouoBa imes migxomy monsrae B TOMY, 1[00 TIepeTBOPUTU
nudepeHLiabHe PiBHSHHS BUILIOTO TOPS/IKY B CUCTeMY DiBHSIHb HU)KYOTO TOPSIAKY 3a
JIOTIOMOT'0K0 IOAATKOBUX 3MIHHUX, TOZi (YHKLisl BTpaT, 10 CK/IaZA€ThCs 3 iHTerpasiB

BiJITIOBiIHMX KBaJpaTiB 3a/WIIKiB HafA 00/acTi0 BH3HAUeHHS HEBiJoMOI GYHKIIII,



25

MiHIMi3y€eTbCs. 3amnpoOrOHOBaHUM TiAXiZ, [EMOHCTPYE€ mMepeBaru TIOPiBHSIHO 3
opuriHanbHUM MeTo[oM PINN 3 TOUKHM 30py TOUHOCTI po3B’sI3yBaHHS, 00UMC/TIOBATBHOT
BapTOCTi [ KibKOX 3a/lau 3ruHaHHS 0anku, 1[0 MaloTh HeTlepepBHi Ta pPO3PHBHIi
PO3B’SI3KH.

B crarti [31] npononyetrbcsi mozenb PINN-Stress, sika [03BoJiSiE 3MEHILUTU
BUTpPAaTd Ha OOuUHC/IeHHs, 30epiratoud TOYHICTH [jIs 3a/lad BU3HAUEHHS PO3MOJiTy
Hapyrd Ha OCHOBI MOJe/IIOBaHHS KIHL|eEBUX €JIeMeHTIB Ta 3 BUKOPUCTAHHSAM
PO3B’SI3yIOUMX PIiBHSIHb Y UYAaCTMHHUX TMOXiJHWX BUKOpPUCTOBYIOUM aBTOMaTUYHe
mudepeHLiitoBaHHs, audepeHIjiabHe piBHAHHA BOymOByeTbCs y (YyHKI[ifO BTpaT
rmbokoi HelipoHHOI Mepexki. Mozenbs PINN-Stress Moyke ITpOTrHO3yBaTH TTOCTiTOBHICTh
pO3MOJiMy Hampyr Maibke B pealbHOMY 4Yaci Ta MOXe y3arajbHIOBaTHh Kpalle, HixK
Mogenb 6e3 PINN.

HeogHopigHa 6anika, 1110 COMpPAeTbCs Ha TIPY)KHY OCHOBY Ta [Mi/IJa€ThCs
JOBIJILHOMY 30BHIIIHBOMY HaBaHT&KEHHIO JAocmifkyetbcs B [32]. Iligxig 3
BUKODHCTaHHSIM HeMpoMepeXX Mae Ha MeTi TepefbaundTyd He JUIlle camy IIyKaHy
dyHKIlito, asme ¥ 11 MOXifAHI BUIIMX TIOPSAKIB. Y KOHTEKCTi I1ji€i poOOTH OCHOBHOIO
3MiHHOIO € MPOTHH 0asiku, TOZi SIK ii MOXifHI BUIIOrO MOPSAKY TOB’si3aHi 3 HAIPyTOr0
3CyBYy Ta MOMEHTOM OaJKH.

B [33] po3misifjaeTbcs 3afaua HeiHIMHOTO 3TMHY TPUBHUMIPHHUX (DYHKLIIOHA/IbHO-
rpagieHTHUX  0a/ioK, 10 CIUPAETbCsl Ha  OCHOBY  BiHkmepa-IlacTepHaka,
BUKODHUCTOBY€ETbCs  TiaTdopMa miMbokoro HaBuaHHs TensorFlow  crmisbHO 3
6i6niorekoro DeepXDE f/151 TPOEKTYBaHHS MepeXi.

Crartio [34] mpucBsueHo 3actocyBaHHIO PINN y rmoeaHaHHiI 3 yHKLisSIMU
Hanpy>keHb Elipi Ta psgamu ®yp’e A/ MOMIYKYy ONTUMaJbHUX DPO3B’SI3KiB KiJIBKOX
eTaJIOHHUX OirapMOHIUHMX 3a/au TPY>KHOCTi. B po0OoTi BUSIB/IEHO, IO pPO3IIMPEHHS
MPOCTOPY O3HaK 3a AornoMoror GyHKIIiM HampykeHb Elpi Mo)e 3HAuHO IiJIBUIIIUTH
TOUHICTh pO3B’s3aHHSA 3a fAoromoroio PINN gns GirapMoHiuHMX gudepeHIliabHUX
DIBHSIHb.

B [35] npeacTaBneHo HOBY MeTO/[0JIOTiIO0 J/Is1 MO/Ie/TFOBaHHS AMHaAMiKu 6a/loK Ha

MPY>KHUX OCHOBaX. 30KpeMa, Mojienti 6anok Elinepa-bepHysii Ta TuMollieHKa Ha OCHOBI
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Binksiepa Mogemo0TbCsl 3 BUKopucTaHHaM miaxony PINN 3 ypaxyBaHHAM
npuurHHOCTI. 3BuYaiiHi PINN cTukaroThcsi 3 mipobremamMu mpu 00poOIfi BeMMKHX
MIPOCTOPOBO-YacoOBUX 0bsacTelt, HaBiTh [/1s1 TipobieM i3 aHAMITUUHUMM DPO3B’sI3KaMu
3akpuToi opmu. [1jis TIOAOMaHHS [JbOTO 0OMeKeHHSI BUKOPUCTOBYEThCS (DYHKI[isi BTpaT
PINN, ska BpaxoBy€ TNPUUYMHHO-HAC/IiJIKOBHI 3B’S130K Ta edeKTUBHO Omucye 0a3oBy
(hi3UKYy.

@®peiliMBOPK CTBOpPEHHsI HeWpOHHOI Mepexi 3 @¢i3uuHow iHdbopMalii€to
MPOIOHY€EThCST B [36] A/ aHamily MOBEJiHKU HEeJiHIMHOTO BUTMHY TPUBUMIipPHOI
TIOPUCTOI TOHKOT Oanku 3 (PyHKI[iOHA/IbHO T'PaJIiEHTHOTO Marepiasy, SiKa CIIMPAEThCs Ha
ocHoBy Binknepa-IlactepHaka.

Y [37] npononyetbcs HOBUM MeTos, PINN Ha OCHOBI CiTKH, SSKMW Ha3WBA€ThCS
M-PINN, saxuii 6a3yeTbcsi Ha ifledx MeTOAy CKiHUEHHMX ejieMeHTiB. Po36uBaroun
obmacTh pilieHHsT Ha KilbKa Cy0/joMeHiB i BK/tOUarour oOMe)KeHHsI PO3MOZiNy AaHUX
CKiHUeHHUX eyieMeHTIiB, miaxig M-PINN e(ekTMBHO 3MeHIye TPYZHOLL ONTHUMI3aLii
3puuaiinux PINN. Kpim Toro, iHO/i Bakko Ge3mocepefiHbO OTpPMMAaTH TOYHI TPaHUUHI
YMOBU B JIeSIKUX MPaKTUUHUX 3aCTOCyBaHHsX. Lleil MeTon Moxke OyTH BUKOPHCTAaHUMN
A BupimeHHd 3azad PINN 3 HeBijoMMMM TpaHUUYHUMU yMOBaMH, TaKUM UYUHOM
MarouM OiJIBIIT IMPOKY 3aCTOCOBHICTD.

Pob6ora [38] mictute omuc MeToza rmmbokoi kosokatlii. [TpoAyKTUBHICTE 1[bOTO
MeTOAy 3aJIe)KUThb  BiJI apXiTeKTypu HEWpOHHOI MepeXi Ta  BiAMOBIAHUX
rineprnapametpiB. IlpeicTaBneHyii Migxis He MICTUTh CITOK i YHUKae Oyab-sIKOl
MPOCTOPOBOI  TUCKPETHOCTi, sKa 3a3BuWYaii HeoOXiHa [/ MeToAy CKiHUeHHUX
esieMeHTiB. [Ipo/leMOHCTPOBAHO CTiMKICTh PO3B’sI3Ky, 1[0 OyB OTpUMaHUN 3a AAHUM
MeTo/[oM Oe3 HeoOXiTHOCTi reHepyBaTH JlaHi 3a JJOTIOMOTO0 iHILIUX YMCeTbHUX MEeTO/IB,
TaKUX K METOJ, CKIHUeHHUX eJIeMeHTIB.

Y crarti [39] BUKOPHUCTOBYIOThCS TMTMOOKI 3rOPTKOBI MepeXki K a/JbTepHaTHBa
MepeykaM IPsSIMOro IMOLLIMPeHHs CUTHasly TPy PO3B’sI3aHHI 3a/jau Ha BJIaCHi 3HaYeHHSI.

B [40] npornoHyeThbCsl ToeTanHa HelipoHHA Mepexka 3 (i3ruHOI0 iHbopMalii€to
(sPINN) ans po3B’s3aHHS 3ajau JedopMallii rinornpy>KHUX MarepiaiiB. Beck mpotiec

SPINN Mo)XHa pO34iiuTM Ha psj, 4acoBUX KpOKiB. Ha KOXXHOMy 4acoBOMy etarii
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BU3Haua/ibHe PIBHSAHHS LLIBUAKOCTI, BUpaXkeHe aJirOpuTMOM Xbto3a-BiHreTa, i piBHSIHHS,
1[0 perymroe iMIyabC, BKIOUeHi 0 GyHKIlii BTpaT K ¢i3nuHi obmexxeHHs. [Toss
riepeMilljeHHs Ta Harlpyrd MOXKHAa BU3HAUWTH, 3aBepLUUBILIN TTPOL[eC HABUAHHS KOXKHOTO
KPOKY uacy.

B pob6ori [41] mporioHyeTbcsi MeTof, HariBaHamiTuuHoi PINN mepexi s
PO3B’si3aHHSI CHUHTY/ISPHO 30ypeHuX KpalioBuxX 3ajau. YucesnbHi eKCIepuMeHTU
OXOIIIOKOTh IIIMPOKWN CIeKTp MiHIMHUX 1 HemiHiMHUX AudepeHilialbHUX PiBHSHb i3
CUHTY/ISIPHO 30ypeHrMH 3MiHaMHU.

Y [42] po3pobieHo OarartokaHanabpHi PINN /17151 HaBuaHHS IpeZCTaB/IeHHs, 1100 B
TIOBHIW Mipi BUKOPUCTOBYBATH PO3Pi/I’KeHi TOUKM [aHHUX.

Enactorpacdiss 3cyBHoi xBuii (Shear wave elastography, SWE) no3Bosse
BUMipIOBaTH TPY)KHI BJ/IACTUBOCTI M’AKHX MarepiasiB HeiHBa3WBHMM CIIOCOOOM i
3HaXOAUTh IIMPOKe 3aCTOCYBaHHA B Ppi3HUX aucuuruiiHax. CydacHi Metogu SWE
TOK/1aJat0ThCSl HA BUMIPIOBAHHS LIBUKOCTI JIOKA/IbHOI 3CyBHOI XBUWJII [/1s1 BU3HAYEHHS
rapaMeTpiB MaTepiany Ta CTpak[aroTb BiJ Audpakiiii XBuIi TIpW 3acTOCYBaHHi [0
M’SIKUX MarepiajiB i3 CUIbHOI HeoJHOpiAHicTI0. Y [43] 3anpornoHoBaHo meToq, SWE
Ha ocHOBI HerpoHHOI Mepexi (SWENet). ITpocTopoBa 3MiHa MpY>KHUX BIaCTUBOCTEMN
HEeOJTHOPiIHUX MaTepiamiB Oy/sia BBefieHa B KepiBHi PiBHSIHHSA, siKi 3akofjoBaHi B SWENet
K (PyHKL|il BTpaT. MUTTEBI 3HIMKHU XBU/IbOBUX PYXiB BUKOPUCTOBYBA/INUCS [/ HABYAHHS
HEUPOHHUX MepeXX, 1 i/l 4yac LbOro KypCy OAHOUYACHO BUBOJAWIMUCS MPY’KHI BIAaCTUBOCTI
B Me>XaX npobemMHoi 06/1acTi, OCBiT/IeHOT 3CYBHUMH XBUJISIMU.

B [44] 3ariporioHoBaHo anroput™ BCMO-ANN ansi ontumisaiii Bibparjii Ta
BUTMHY (YHKI[iOHA/IbHO-TPAJJiEHTHUX TIOPUCTUX MiKporuiacTuH. Teopis 0a3yeTbcs Ha
€IUHIN CTPYKTYpi Teopil Aedopmaliii 3CyBy BHUIIOTO MNOPSAAKY Ta MOAU(IKOBAHOI Teopil
napHux Harpyr. KoMOiHallis 1mTyuHoi HeMpoHHOI Mepexki i onTumisallii 6asaHCy0uoro
Komrio3uTHoro pyxy (Balancing Composite Motion Optimization, BCMO) po3po6sieHa
IJi1 PO3B’si3aHHS 3a/lau OMNTHMi3allii Ta TPOTHO3yBaHHS CTOXAaCTWYHOI BiOpariii Ta
MporvHy GyHKIiOHaIbHO-TPAJIiEHTHUX TMOPHUCTUX MIKPOIJIaCTUH i3 HeBH3HAUeHiCTHO

B/IaCTUBOCTEMN MaTepiay.
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B [45] 3ampomnoHOBaHO HelpoMepe)KeBUWl BapiaHT €HepPreTUYHOr0 MeTOIy
pO3B’s13aHHS 3a/jau BUTUHY Ta BiJIbHUX KOJIMBaHb Hepery/asipHUX riacTuH Kipxroda.

B poboti [46] po3misgaeTbcsi KepoBaHWN [J@aHUMU PO3B’SI30K TMPSIMUX Ta
obepHeHHX 3afaui g piBHAHHSA ~ Xipoth 31 3MiHHMMHM  KoedilieHTaMu.
BukopuctoByeTbcsi BapiaHT Mepexx PINN 3 jokanbHUMM (DYHKI[iIMM aKTHBaIlil.
PesynbTraty, oTpUMaHi B Liii poOOTi, TiATBEpPIKYIOTH, 1[0 TIPsIMi Ta 0OepHeHi rpobemMy,
BK/IFOUalOUM BUSIBJIEHHS KepoBaHOi JaHWMMM (YHKLii PpiBHSHHA 3i 3MiHHUMH
KoedirieHTamMu, MOXKyTb OyTH pO3B’si3aHi Ha OCHOBi IJTMOOKOTO HaBUaHHS.

Crartio [47] mTpuCBSYeHO pO3B’Si3aHHI0 TIPIMHX Ta OOepHeHMX mMpobIeM
XaOTUUYHUX CUCTeM, MOB’g3aHUX i3 chcTteMaMu JlopeHija Ta Pecciepa, 3a [OIOMOIOIO
[IBOX airOPUTMIB MAIlIMHHOIO HaBYaHHS, a CaMe HeMPOHHUX oreparopiB dyp’e.

B po6otax [48-49] PINN mepe)ki BUKOPHUCTOBYIOTbCS /ISl PO3B’sI3aHHS 3a/adi
auysii [48], napameTpruHuX gudepeHLiaJbHUX PiBHSAHB [49].

B pob6orax [50, 51] PINN Mepexxi BUKODHUCTOBYIOTbCS [Jisi DPO3B’si3aHHS
obepHeHUX 3a/iau piBHSIHHS Broprepca.

B [52] mpexcraBneHo HeWpoMmepexy 3 HEBEWKOI TMOXHOKOIO y3arajbHeHHS,
Mepexy rubokoro omeparopa (DeepONet), sKa CK/IaJa€Tbcs 3 TVIMOMHHOI
Helipomepexxi [/ KOAYyBaHHS TIPOCTOPY JUCKPEeTHUX BXiJHUX GYyHKIIM (Mepexi
po3rany>keHb) Ta iHINIOI HeWpomepexi [ KOAyBaHHS 00macTi BUXIAHUX (QYHKIIIN
(marictpanbHa mepexa). [IpomemoHcTpoBaHo, 1110 DeepONet Mo)xe BUBYATH Pi3Hi SIBHI
oriepaTopH, Taki sIK iHTerpasy Ta ApobOOBi naryiaciaHu, a TaKoXX HesIBHi oriepaTopH, siKi
TMIpe/ICTaB/ISAI0Th JeTepMIiHOBaHI Ta CTOXaCTUYHI Au(epeHLiianbHi PiBHSIHHS.

B [53] mpeacraBneno ornsis DeepONet, HelipoHHoro omeparopa ®yp’e Ta
rpa)oBOro HEMPOHHOIO OrepaTopa, a TAKOXK BiJIMOBIJHAX PO3LIUPEHD i3 PO3LIMPEHHSIM
(byHKIIi#, TTpoaHaTi30BaHo X KOPUCHICTh Y Pi3HOMaHITHUX [0/laTKaX y 00UMC/TIOBa/IbHIN
MeXaHiLli, BK/JIFOUarouu MOPUCTI CepejoBUIla, MeXaHIKy PIiIMHUA Ta MeXaHIKy TBepOoro
TLIa.

Y pobori [54] po3mmpenHo KnacuuHe (opmymoBaHHsS DeepONets, BBefeHO

Mogieni mociizoBHoro HapuaHHs1 Ta 610ku GRU Ta LSTM, 1106 3abe3rneunTy TOUHI
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MPOTHO3M  KOHTYpHUX rpadikiB pO3B’si3KiB  3a MapaMeTpPUUYHUMH  BXOJaMH.
3anporioHoBaHa MoZie/lb oTprMaria Ha3By nocaifioBHi DeepONets (S-DeepONets).

Y [55] posrnsHyTo Phase-Field DeepONet, ¢peliMBOpK [Jii CTBOPEHHS
HeMpOHHUX MepeXx orepaTtopa 3 (i3uuHoI0 iHdopMalli€ro, SKUii BUKOPUCTOBYETLCS /IS
TPOTHO3YBaHHSl AWHaMiUHUX peakijii CUCTeM, KepOBaHUX TIPaliEHTHUMU TOTOKaMHU
¢yHKLiOHamB BinbHOI eHepril. [lpuk/magy, BUKOpUCTaHI [Jig  TMiJTBEpAKeHHS
3IIMICHEHHOCTI Ta TOYHOCTI MeTOAY, BK/IIOUalOThb PiBHSHHS AJsuieHa-KaHa Ta KaHa-
Xinmiapaa, $K OKpeMi BUIMAJKWA MOZelel peakTHBHOro ha30BOoro moss s
HepiBHOBa)XKHOI TEPMOAMHAMIKH XiMIUHUX CyMillIeH.

®isnuHo-iHpopMOBaHi HeMpOHHI Mepexi TmoKa3anu cebe edeKTHBHUMHU
iHCTpyMeHTaMM 11 BWpIllleHHS $K TIpSAMUX, TaK i oOepHeHWX 3ajjau piBHAHb Y
yacTuHHUX ToxigauX. PINN BOygoBytoth PDE y moMuaKy HeWpoOHHOI Mepexki 3a
JIOTIOMOTOK0 aBTOMAaTHUYHOTO [udepeHI|itoBaHHS. 3rofioM, Lisi (QyHKIisg rnomunku PDE
OL[iHIOETBCSI Ha HAOOpi PO3CiSTHUX MTPOCTOPOBO-YaCOBUX TOUOK (TaK 3BaHi 3a/UIIKK abo
HeB’s13kM). Po3TailyBaHHA Ta pO3MOZIA LUX 3a/MIIKOBUX TOYOK AYyKe BaK/IWBI [JIs
npoayktuBHOCTi PINN. IIporte, B icHyrouux pociikeHHax PINN B ocHoBHOMY
BHUKOPHCTOBYBAJIOCS JIUIIIE KiJTbKa IPOCTUX METOiB BUOIPKH 3a/TUIITKOBUX TOUOK. ¥ [56]
TIPe/ICTaB/IeHO KOMIIJIEKCHe [IOC/Ii/DKeHHs [JBOX Kareropiti BubOipku mma  PINN:
Hea/lanTUBHOI ~ piBHOMIpHOI BUWOIpKM Ta afanTUBHOI HepiBHOMIpHOI BUOIpKU.
Po3rnsiHyTO IMCTH OAHOPIAHWMX MeTOAIB BHOIpKH, BK/IIOUAIOUM PiBHOMIDHY CiTKY,
pPiBHOMIpHY BWMAJKOBy BUOIPKY, JaTWUHCBKUM Tirepky0, MOCIiJoBHICTh XalToHa,
nmoc/tioBHiCTh  XamMmepcrni Ta mocmifoBHicTe Cobons.  Po3rnssHyTO — CTparerito
MOBTOPHOI BUOIPKK [I/I1  OJHOPIAHMX 3a7MILIKOBUMX TouoK. [Ilo6 migBuimTu
edekTHBHICTL BHOIpKM Ta TouHicTh PINN, 3amporoHOBaHO /[Ba HOBi MeTOqU
a/lanTUBHOI BUOIDKM TOUYOK: aZanTHBHUM PO3MOALT Ha ocHOBi 3amuiikiB (RAD) i
aZlafTUBHe YTOUHEHHS1 Ha OCHOBIi 3a/ulIKiB i3 po3nofiiom (RAR-D), ski AuHaMiuHO
MOKPAL[yIOTb ~ PO3IOALI  3a/MIIKOBUX TOYOK Ha OCHOBI 3HaueHb I[IOMUWJIOK
riporHo3yBaHHsA PDE iz uac HaBuaHHs.

Y [57] HaBegeHo, 1m0 Hepomik nepioro nokosiHHag PINN mosisirae B Tomy, 10

BOHU 3a3BMYall MaroTh O6M€)K8Hy TOUHICTb HaBiTh 3 BE/JIMKOIO KiJIbKICTIHO TOUOK
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HaBuaHHs. B poOOTi 3arporoHOBaHO MeTO TPaAi€EHTHO-TIOCUIEHUX (i3uuHO-
iHpopMoBaHux HelipoHHUX Mepex (gPINN) ansa migBuiieHHs TouHocti PINN. gPINN
BUKOPUCTOBYIOTH iH(opMaLlito TIpo rpafieHT 3amuiiky PDE Ta BOyJOBYIOTb Tpafli€HT y
(dyHKILit0 BTpaT.

Po6oty [58] ripucBaueHO iHBepCHOMY JHW3aiiHy, I1I0 BUHUKAE B Pi3HUX 00/1aCTsIX
TEeXHIKM, TakKuX $IK aKyCTUKa, MeXaHiKa, TeIJIOBUW/eJeKTPOHHUN TPaHCIOPT,
eJleKTpOMarHeTusM i ontuka. OnTruMisalist TOMoJIOTii € BaXX/IMBOI ()OPMOIO iHBEPCHOTO
IIPOEKTYBAHHS, /e ONTHUMI3yIOTh CIIPOEKTOBAHY reOMeTpit0 JJisl JOCATHEHHS L{i/IbOBUX
B/IaCTUBOCTEH, ITapaMeTpU30BaHUX MaTepiajiaMy B KOXKHiM TOUL[i TTPOEKTHOT ob/acTi. s
ONTHMi3aLlisl € CK/IaJHOK, OCKLJIbKA BOHA Ma€ Ay>Xe BUCOKY PO3MIpPHICTh 1 3a3BHUYau
oOMe)keHa PiBHSIHHSMU B YaCTMHHUX ToxiHUX (PDE) i mo7aTKOBUMY HEPiBHOCTAMU. Y
poboti [58] 3amporoHOBaHO HOBUM MeTOJ IJTMOOKOro HaBUYaHHA — (i3vuHi HeMpOHHI
Mepexi 3 >kopcTkumu obmekeHHsMH (hPINN) — ans omtumisariii Toronorii. hPINN
BUKOpUCTOBY€E ocTaHHi po3pobku PINN asis po3s’sisyBanHs PDE. Tomy f/1s1 HaBUaHHS
He TIOTpibeH BenMKuii Habip AAaHUX AOAATKOBO CTBOPEHUI UKMCeTbHUMU PO3B’si3yBauaMu
PDE. OpgHak, yci oomekeHHs B PINN € M’sikuMu 0OMeKeHHSIMH, i TOMY /I0/IaTKOBO
HaK/1aJal0ThCsl KOPCTKI 0OMe)KeHHsT 3a [JOTIOMOT0I0 MeTOAy ITpady Ta pPO3LIMPEeHOro
Metoay Jlarpanxa. ITpogeMoHcTpoBaHo edekTrBHicTE hPINN a5 3azaui ronorpadii B
orTuili Ta mpobremu 1OToKy pizpHM CTOKCA.

Crarts [59] posrnsimae Hemomiku PINN, 30kpema, Opak Ki/lbKiCHOI OI[iHKH
HEBU3HAYEHOCTI MPOrHO30BaHOI'O PO3B’S3KY, Ka MOXKe BHHUKATH 4yepe3 MPUTaMaHHY
JaHAM  BUIAJKOBICTh  (MapamMeTpuyHa HEeBU3HAueHiCTb). [HmmM  pKepenom
HEBM3HAUYEHOCTI € BUIMAJKOBICTb Y apXiTeKTypi Heupomepex (HeBH3HAYEHICTh
HabmkeHHs1). [ BpaxyBaHHS LMX [BOX THIIB TPOIOHYETbCS MO/E/IOBaTH,
Hamnpukas, koedilieHTu gudepeHIiabHUX PiBHSIHB SIK CTOXaCTUYHI MPOL[eCH.

Y [60] 3a3HaueHo, 1110 PINN Mepexi leMOHCTPYOTb Ha/I3BUUAHY MepPCIeKTHUBY
B iHTerpauii (isuyHMX Moesen i3 JaHUMH CIIOCTepeXXeHb i3 MPOMyCKamMH Ta LIyMaMH,
ajie BOHM BCe II[e MaloTh ITPOO/IeMH Y BHUTIAZKaX, KOMM I[iboBi (PyHKIIiI, sIKi MOTpiOHO
arnpOKCHMYBaTH, J€EMOHCTPYIOTh BHCOKOYAaCTOTHi abo 6araTomaciitabHi

XapakTepucTukd. B poboTi mocnimkeHo 1je o6MexkeHHs1 3acobamy Teopii HeHpPOHHOTO
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potuuHoro sigpa (Neural tangent kernel, NTK), po3misHyTo BriiuB 1ji€i Teopii Ha
dyskiii HaBuaHHsi PINN B37I0B)K JOMiHYIOUHX BIaCHUX HarpsIMKiB iX 0OMeXyBa/lbHOT
NTK. CrBopeHO HOBI apxiTeKTypH, $Ki BHUKOPUCTOBYIOTb IIPOCTOPOBO-YacOBi Ta
OaraTtomMaciiTabHi BuragkoBi (QyHKIiI ®Pyp’e Ta 0OIPyHTOBAHO, fK Taki Iapu
BOY/10BYBaHHS KOOP/IMHAT MOKYTh IMPU3BECTH 0 HaJiHUX i TouHnX Mogeneit PINN.

Pobory [61] mpucBsueHo po3poOii rmbokoi oreparopHoi Mepexi Dyp’e
(Fourier-DeepONet) /51 po3B’si3aHHs 3a/aui iHBepcii (opmMu XBuU/i 3 y3arajibHeHHSIM
CEeMCMIYHUX [KepeJl, BK/IFOUarOUM YaCTOTH Ta PO3TalllyBaHHS [KepeJl.

[lepcrieKTMBA BUKODUCTAHHSI HEUPOHHOrO [JOTHYHOTO Siipa TIPU  BUBYEHHI
MexaHi3mMy HaBuaHHs PINN Mepek MeTO/IoM TrpajJjiEHTHOTO CITyCKY AOCIi[KeHo y [62].
HelipoHHe moTHuHe spo fae 3MOry (DiKCyBaTH MOBEJIHKY MOBHO3B 13aHUX HEMPOHHUX
MepeXK MiJ] YaC HaBUaHHS 3a JOIIOMOI0I0 I'Pa/iiEHTHOIO CITYCKY.

Y crarti [63] TpOMOHYETHCSI BUKOPUCTAHHSI AUCKpeTHOI cTpykrypu PINN
Mepexi, 3acHOBaHOI Ha rpagosii 3roptkoBin Mmepexi (Graph Convolutional Networks,
GCN) i BapiamiiiHili CTpPyKTypi uYacTKoBMX [JudepeHIiaJbHUX PiBHSAHb, I11[00
pO3B’si3yBaTH TpsiMi Ta obepHeHi 3azaui €qUHUM CriocoboM. BukopucTaHHS KyCKOBO-
nofiHOMiasibHOTO 0asucy Mo)ke 3MEeHIIWTH pO3MipHICTb TPOCTOpPY TIOMIYKY Ta
TOJIETTIIMTA HaBUaHHS Ta 301KHICTb MepeXxi.

ApxiTeKTypa 3ropTKOBUX Helipomepex 3 (isnuyHUMH 00MeXKeHHSIMHU, CITpSIMOBaHa
Ha BHBUYEHHSI PO3B’SI3KiB MapaMeTpUYHHUX AudepeHljia/ilbHUX PiBHSIHb B HeperyJsspHUX
obsactsix 6e3 Oyab-IKMX TO3HAUeHUX JaHUX, TMPOTOHYeThesi y [64]. Hdnsa Toro, 11106
BUKOPUCTOBYBATU KJ/IaCUYHI I1epeTBOPEHHs 3rOPTKOBUX Mepex, BBeJeHO ejlilThYHe
BifoOpa’keHHs KOOpAMHAT, 11100 YMOX/IMBUTHA TIePeTBOPEHHS KOODAMHAT MiXK
Hepery/IsipHOI0 ()i3UUHOI0 00/1aCTIO Ta 3BUYAMHOI eTajIoHHO 06/1aCTHo.

Pob6oty [65] npucBsiueHO po3risy piBHSHHS Bosbi]MaHa 3 MOJe/UTI0 3iTKHEHHS
bxarnarapa-I'pocca-Kpyka (piBHSAHHS bonbimana-bI'K), AKe LLIKPOKO
BUKODUCTOBYETHCSL [I/IsI  OMUCy OararoMaciuitabHMX TIOTOKIB BiJ TifjpoguHaMiuyHOl
Mepexi [0 BUJIBHOTO MOJIEKY/ISSPHOTO TIOTOKY. BHKOpDHUCTaHO HEWpOHHI Mepexi 3
di3suuHoro iH(opMarljiero g po3B’sA3aHHSA TpIMUX i 00epHeHUX TMpobeM 3a

ponomororo (opmymoBaHHa bonbimana-BGK  (PINN-BGK), mo gpossonsie PINN
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MO/Ie/IF0OBaTH IIOTOKHU SIK Y KOHTUHYa/IbHOMY, TaK i B pO3piyKeHOMY pexuMax. 30KpeMa,
PINN-BGK ckamaetbcsi 3 TpbOX MigMepesx, Je Tiepila BUKOPUCTOBYETbCH [Jist
anpokcuMallii  piBHOBakHOT ~ (YHKIII po3mofiny, Apyra — [/ alpoKCHUMaLlil
HepiBHOBa>kKHOI (hYHKIIiI pO3Mo/iisly, a TpeTs — [/ KOAyBaHHS PiBHSHHS BosibliMaHa-
BGK.

BukopucTaHHs HeWpOHHMX Mepex 3 (pi3MUHOI0 iH(OpPMAaLi€r0 arnpoKcumariil
piBHsIHb Elnepa, sKi MOZEMOIOTh BUCOKOIIBU/KICHI aepoJWHaMiuHi TMOTOKH
nocytipkeHo y [66]. 3okpeMa, po3B’si3aHo TpsMi Ta 0O6epHeHi 3aziaui B O[HOBUMIpHIM Ta
OBOBUMIpHiN obsactsax. [ns mipsmoi 3afiaui BUKOPUCTOBYEThCS piBHSHHS Eilinepa Ta
MOYaTKOBI/TpaHUUHI yMOBU Jjsi  ¢dopMmynoBaHHS  GYHKII BTpaT, pO3B’sSI3aHO
OJHOBUMIpHI piBHSHHSA Eisiepa 3 mafkumu po3B’g3KaMU Ta 3 PO3B’sI3KaMH, SKi MarOThb
KOHTakTHUM pO3puB. [IpofeMOHCTpOBaHO, L0 MOXXHA OTPUMATU CTIMKUM PO3B’S30K
JIM1Ie 3a JOTIOMOTrOK0 PO3IOZI/IeHUX TOYOK, BUMAJAKOBUM UMHOM 3IPYIIOBAaHUX HABKOJIO
PO3pUBIB.

Y [67] nporioHyeTbCs KOHCepBaTWBHA HeWpOHHA MepeXka Ha OCHOBi (Di3uKu
(cPINN) y muckpeTHUX o0sacTsax s HeJiHIMHUX 3akKoHIB 30epexeHHs. TyT TepMmiH
«UCKpPeTHa 00/lacTh» O3Haya€ [AWCKPeTHi Mmifobracti, OTpUMaHi Tic/is TofimTy
oburciroBanbHOI 00sacTi, e 3actocoBaHo PINN, a BrmactuBicTb 30epexxkeHHs1 CPINN
JOCATAETHCS IIISIXOM 3abe3reueHHs1 Oe3riepepBHOCTI MOTOKY B CUJIBbHIN (hopMi B3TOBXK
inTepdeiiciB  migmomeHiB. Y BUMAAKY TirnepboMiyHUX ~ 3aKOHIB  30epe)keHHs
KOHBEKTMBHUU MOTIK BHOCUTb BHECOK Ha MEXi pO3[iny, TOAI K Y BUMNAAKY B’ SI3KUX
3aKOHiIB 30epe>keHHsI BHECKH BHOCSTh SIK KOHBEKTHBHUM, TaK i Audy3iliHN TTOTOKMH.

Y po3misaHyTHX pob0oTax, OCHOBHMMU MeTOJaMH PO3B’SI3aHHS 3afiau 3 Pi3HUX
npukIagHuX obsacteit € meroau Physics-Informed Neural Networks (PINN) ta Deep
Operator Networks (DeepONet). BoHM BHKOPUCTOBYIHOTH HEWPOHHI Mepexi mAjis
pO3B’si3aHHS AudepeHIliabHUX PiBHsSIHbB, ajie MalOTh Pi3Hi 0a3o0Bi imei. PINN inTerpye
¢isnuHi 3akoHU Oe3mocepeHBO y QPYHKI[iFO BTpAT HEMPOHHOI MepeXi, BUKOPUCTOBYIOUN
indopmMariito mipo ¢iznuHi 06MekKeHHs Ta TPaHAYHI YMOBH /i1 HaBUaHHS Mogesti. Lei
migxig gobOpe MigXoAWTb A/ 3a/a4, Jie  HeoOXiZlHO po3B’si3aTH  KOHKpPeTHe

mudepeHiiiasibHe piBHSHHS Ha KOHKpeTHi oOsacTi 3 BU3HaYeHWMH TPaHUYHUMU
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yMOBaMH, i Moyke pO3B’s13yBaTH sIK TIpsiMi, Tak i obepHeHi 3a7jaui. DeepONet, HaTOMiCTb,
pO3p0o0JIeHo /1/1si HaBYaHHS OTlepaTopiB, 1110 BifloOpakaroTb PyHKIIiT Ha GyHKIIil. 3aMiCTh
TOoro, 100 po3B’s3yBaTH aAudepeHIjianbHe piBHAHHA Oe3nocepegHbo, DeepONet
HABYAETHCS aAIlTPOKCUMYBATH OIepPaTop, SIKUM PO3B’SI3y€ Iii PiBHAHHS /s Oyab-sKOI
BxigHoi dyHkuii. Ile#t migxis 0cob6MMBO KOPUCHUM, KOMM TIOTPiOHO  IIBUJIKO
00OurCTIOBaTA PO3B’SI3KM /IJIs1 Pi3HMX TIOYAaTKOBUX ab0 rPaHUUHUX YMOB, abo zjist pi3HUX
riapameTpiB crcTeMu. OCHOBHA BiZIMIHHICTb MK LIUMH MeTOJaMHU T0JISTa€ y MigX0Al [0
po3B’si3aHHs AuQepeHLiianbHUX piBHAHB: PINN Bk/touae gudepeHLiasbHe piBHSIHHS y
GdyHKIit0 BTpaT /jisi HAaBUaHHS KOHKPeTHOI 3a/1aui, ToAi sk DeepONet HaBuae 3arajbHUAN
omepaTop AJjsi pO3B’s3aHHSI CiMeWcTBa 3aAau. Takum urHOM, PINN € mnoTyxHuUM
IHCTpyMeHTOM Jjis1 3aZiau 3 BigoMumu (isuHUMM 3akoHamu, ToAi sik DeepONet

3abe3reuye rHYUKiCTb i IIBUAKICTH /151 3aia4 3 IIMPOKUM CIIeKTPOM BXiZJHUX YMOB.

1.2 Ornapjg 6i61ioTeK HelipoMepe)KeBUX MeTOJIB PO3B’A3aHHA KpailloBHX
3ajau

bibmioreka DeepXDE [25] € BigkpuTOrO, NMpOrpaMHHi KOJ, 3HAXOAWUTHCS 3a

nocusaHHsaM  https://github.com/lululxvi/deepxde. Came 111 6i6ioTeka dYacTo

BUKOPUCTOBYETHCS AOC/TIJHUKAMU [/ PO3B’SI3aHHSI MaTeMaTUUHUX MOJesel pPi3HUX
TUIIB i3 BUKopucTaHHAM PINN mepesx. OdiLiiiiHa JOKyMeHTallisi MiCTUTb IMOCU/IaHHS Ha
[OC/II THULIBKI nyOstikargii, SAKI BUKOPUCTOBYIOTh DeepXDE

https://deepxde.readthedocs.io/en/latest/user/research.html. Bi6mioTeka mictTuth Habip

3aco0iB /151 po3B’si3aHHS TPAMHUX Ta 00epHeHUX 3ajad AudepeHilialbHUX Ta iHTErpo-
mudepeHLialbHUX PiBHSAHB, [po00BUX AudepeHLiabHUX piBHAHL [68]. Takox
peastizoBaHo rMMOHHHI HeripomepeskeBi ornepatopu (DeepONet) [52] Ta HelipoMepexkeBi
orieparopy Pyp’e [61]. BUKOpPUCTOBYIOTHCS METOAU TOKpalljeHHs1 301KHOCTi, 30KpeMa,
afIaNTUBHUI BUOIp MPOOHMX TOUOK AaHUX (TOUOK KOJIOKallii) [56], rpagieHTHHI MeTo

[57], o3Haku Pyp’e [60]. BibmioTeka miaTpUMy€e MOMKIMBICTH MOE/IOBATH CKJIAZHI


https://deepxde.readthedocs.io/en/latest/user/research.html
https://github.com/lululxvi/deepxde
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dopmu obsacTeii Bu3HaueHHs (YHKI[iM 3aco0aMu KOHCTPYKTHBHOI TBepZAOTiMbHOI
reomeTpil.

3 TOYKM 30py KODMUCTyBaua, y TIOPiBHSIHHI 3 TpaJuLiMHUMH UHCE/IbHUMU
MeToJaMH1 KOJI, HarmMcaHui 3a goromMororw DeepXDE, € Habarato KOpOTIIMM i OisbII
KOMIJIEKCHAM, [Iy>Ke Harajlyloud MareMaThuHe (opMy/itoBaHHs. Po3B’si3yBaHHS
mvgepenyianpbHux piBHSHE Yy DeepXDE 3Bogutbca [0 crnenmikanii 3azavi  3a
JIOTIOMOTOF0 BOYZIJOBaHWX MOJY/IiB, e HeoOXifHO BU3HAUMTH O0OUMC/TIOBabHY 00/1aCTh
(reomeTpiga Ta u4ac), AudepeHLia/bHe pIBHSHHS, TI'PaHAYHI/TIOUAaTKOBI yMOBH,
oOMeXXeHHs, [laHi HaBYaHHS, apXiTeKTypy HeWpPOHHOI MepeXi Ta TirmepriapaMeTpu
HaByaHHA. CJ1ifi 3a3HauUWTH, 110 BUKOpHCTaHHA 06ibmioTekn moTpebye 3HaHHS MOB
NporpaMmyBaHHs Ta, 1[0 HAWTrOJIOBHIllle, JOTPUMaHHS MEBHOIO BHYTPIIIHLOTO (hopMaTy
3anmcy 3ajaui.

Tak, HanpuK/a/, Hexau 3a/laHo AudepeHLiiasbHe PiBHSIHHS

d?y(t) dy(t)
— 10—~ t) = bt
7 0 o +9y(t) =5
3 ITOUdTKOBUMMU YMOBEIMI/I
dy
= -1, — =2
y(0) = -1,2(0)

Ta A obnacrti t € [0, 0.25].
Tomi, ans #ioro po3p’si3aHHA 3acobamu  6ibmioreku DeepXDE HeobxizmHO
BUKOHATA TakKWuM TMpOrpamMHUM Kof (BiAmoBigHO [0 oQiliHOI JOKyMeHTarlii

https://deepxde.readthedocs.io/en/latest/demos/pinn_forward/ode.2nd.html):

BignoBigHo g0 puc. 1.1 HeoOxigHo Bu3HauuTh Python dyHKIii camoro
nudepeH1iaTbHOTO PiBHSIHHS, TPAaHUYHUX Ta TouaTkoBux ymoB (yHKiil ode(), func(),
boundary_I(), bc_funcl(), bc_func2()) Ta mnoemHatu Bci JaHi 3a JOIOMOTrOIO
dde.data.TimePDE(). ITiciis uoro HeoOXiJHO BU3HAUMTH [apaMeTpU HeklpoMmepexki
3acobamu ¢yHkiii dde.nn.FNN() Ta cTBOpUTH pO3paxyHKOBY 3a/iady 3a AOMOMOTOIO

dde.Model().


https://deepxde.readthedocs.io/en/latest/demos/pinn_forward/ode.2nd.html
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import deepxde as dde
import numpy as np
def ode(t, y):
dy_dt = dde.grad.jacobian(y, t)
d2y dt2 = dde.grad.hessian(y, t)
return d2y dt2-10*dy dt+9*y-5*t
def func(t):
return50/81 +t*5/9 -2 * np.exp(t) + (31/81) * np.exp(9 * t)
geom = dde.geometry.TimeDomain(0, 0.25)
def boundary_I(t, on_initial):
return on_initial and dde.utils.isclose(t[0], 0)
def bc_funcl(inputs, outputs, X):
return outputs + 1
def bc_func2(inputs, outputs, X):
return dde.grad.jacobian(outputs, inputs, i=0, j|=None) - 2
icl = dde.icbc.IC(geom, lambda x: -1, lambda _, on_initial: on_initial)
ic2 = dde.ichc.OperatorBC(geom, bc_func2, boundary |)
data = dde.data.TimePDE(geom, ode, [icl, ic2], 16, 2, solution=func, num_test=500)
layer_size = [1] + [50] * 3 + [1]
activation = "tanh"
initializer = "Glorot uniform"
net = dde.nn.FNN(layer_size, activation, initializer)
model = dde.Model(data, net)
model.compile(
"adam", Ir=0.001, metrics=["I2 relative error"], loss_weights=[0.01, 1, 1]
)
losshistory, train_state = model.train(iterations=10000)
dde.saveplot(losshistory, train_state, issave=True, isplot=True)

Pucynok 1.1 — ITpuknaz 3actocyBadHs 6i6mioteku DeepXDE

OTxe, IK MOXKHa 1M0OAUUTH 3 HaBe[[eHOTO TIPUK/a/ly, KOPEKTHe 3aCTOCYBaHHS
6ibmioreku DeepXDE mnorpebye rpyHTOBHMX 3HaHb 3 IPOrPAMyBaHHSI Ta PO3yMiHHS
3arajibHOI apxiTeKTypu 0ibsioTekw.

BibmioTreka NeuralPDE [69] (https://github.com/SciML/NeuralPDE.jl)

peasii3oBaHa Ha MoBi mporpamyBaHHs Julia. BiaminHicTs Bif iHmmx 6i6miotek PINN,
Hanpukiaag, DeepXDE, mnonsirae B TOMy, 1O BOHM, 3a3BU4YaM, BUMAararOThb BifJ
KOPUCTYBaua HalUCaHHS HU3bKOPIBHEBOTO (POPMY/IOBAaHHS DIiBHSHHSI B YaCTMHHUX
noxigHux Ta KpahioBux ymoB. NeuralPDE abcTparye peasi3ariito Bifi CTpyKTypu 3a
JIOTIOMOTOK0 CUMBOJ/ILHOTO iHTepdelicy (Bu3HaueHoro uepe3 Symbolics.jl). PesyabTaTom
€ Te, L]0 3aMMC 3aJaul Jyke HaraJye MareMaTu4Hy MoCTaHOBKY. Hanpukiaz, po3B’a30K

DIBHSHHS


https://github.com/SciML/NeuralPDE.jl

J*u  0%u

ozt 97 = sin(mz) sin(my)

3 IIOUdTKOBUMH Td 'DAHUYHHUMH YMOBAMMU:

U(O, y) =0,
u(1l,y) = — sin(7) sin(my),
u(x,0) =0,

u(x,1) = —sin(mz) sin(m)

HaBeJleHO Ha pUCyHKy 1.2 [69].

using NeuralPDE, Lux, ModelingToolkit, Optimization, OptimizationOptimisers
import ModelingToolkit: Interval, infimum, supremum
@parameters x y
@variables u(..)
Dxx = Differential(x)"2
Dyy = Differential(y)"2
# 2D PDE
eq = Dxx(u(x, y)) + Dyy(u(x, y)) ~ -sin(pi * x) * sin(pi * y)
# Boundary conditions
bcs =[u(0, y) ~ 0.0, u(1,y) ~ 0,
u(x, 0) ~ 0.0, u(x, 1) ~ 0]
# Space and time domains
domains =[x € Interval(0.0, 1.0),
y € Interval(0.0, 1.0)]
# Discretization
dx=0.1
# Neural network
dim = 2 # number of dimensions
chain = Lux.Chain(Dense(dim, 16, Lux.o), Dense(16, 16, Lux.o), Dense(16, 1))
discretization = PhysicsInformedNN(chain, QuadratureTraining())
@named pde_system = PDESystem(eq, bcs, domains, [X, y], [u(x, ¥)])
prob = discretize(pde_system, discretization)
callback = function (p, I)
printin("Current loss is: $I")
return false
end
res = Optimization.solve(prob, ADAM(0.1); callback = callback, maxiters = 4000)
prob = remake(prob, u0 = res.minimizer)
res = Optimization.solve(prob, ADAM(0.01); callback = callback, maxiters = 2000)
phi = discretization.phi

Pucynok 1.2 — INpuksnaz 3actocyBanHs 6i6nioteku NeuralPDE
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Sk moxHa mobauntu, 6ibmiorekn NeuralPDE Ta DeepXDE BHUKOpPHCTOBYIOTH
BracHi GyHKIii A1 omepariiii AudepeHIlifoBaHHS, 1[0 TaKOXK IOTpelye AeTanbHOTO
ToriepeIHLOTO 03HAMOMJ/IEHHS 3 IOKyMeHTalli€lo 6i6mioTek Ta MoXke OyTU TIEpPeIKO/I0k0
IJIsT HAYKOBUX CTTiBPOOITHUKIB Ta iH>KeHepiB.

bibmioreka SimNet (Nvidia Modulus) [70] € moTy>kKHUM 3aco60M MO/e/TFOBaHHSI
MynbTHGI3MUHNX TIporieciB. [ligTpuMye poOOTy 3 KOHCTPYKTMBHOIO TBEpZOTiTHHOIO
reomeTpiero, mMacuBamMu TouoK, STL caiiamMmu ais BHU3HAUeHHS reomeTpii obGsacti
BH3HAUeHHs 3a/1au. € MOK/IMBICTh Ge3rocepeiHL01 poO0TH 3 rpadiuyHUMU TTPOLieCOpaMU
3acobamu 6ibmioreku (puc. 1.3).

bibmioreka SciANN [71] (https://github.com/sciann/sciann) BHKOPHCTOBY€E

IIMPOKO BUKOPUCTOBYBaHi MakeTu TInubokoro HaByaHHsi TensorFlow i Keras pms
1moOyoBY IMMOOKHUX HEHMPOHHUX MEPEXK i ONTHUMI3al[ifHUX Mojeeid, TaKuM UHHOM
ycrnafkoBytoun Oarato ¢yHKL[iOHaTbHUX MOX/IUBOCTeM Keras, Harpuk/az, MakeTHY
OMTHMi3allif0 Ta MOBTOPHE BUKOPWUCTaHHSI Mofeni /s mepeHocy HaBuaHHs (Transfer
Learning). SciANN po3pobneHo ajisi abcTpakTHOi 1100y0BH HeWPOHHOI Mepexi AJis
HAyKOBUX OOYMC/IeHb i pO3B’si3aHHS Ta BUSIBIEHHS AudepeHLiabHUX PiBHSIHb i3
YaCTHHHUMU TIOXi/IHUMH 3@ JIOTIOMOTOI0 apXiTeKTypy HEeMPOHHUX Mepex 3 (pisuuHUMU
BijoMOCTsiIMH, 1110 3abe3mneuye THYUKiCTh Ha/lallTyBaHHS CKIaJHUX (YHKLiOHATbHUX
dbopm.

Po3rissHeMo Tmiporiec po3B’si3aHHs piBHsHHsA broprepca 3acobamm SciANN.

PiBHsHHS Mae BUIIs1a€

ur+uu, — (0.01/m)u e =0, te[0,1], xe€[-1,1]

Kpaiiosi ymoBu:


https://github.com/sciann/sciann
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def run(cfg: ModulusConfig) -> None:

we = WaveEquation1D(c=1.0)

wave_net = instantiate_arch(
input_keys=[Key("x"), Key("t")],
output_keys=[Key("u")],
cfg=cfg.arch.fully_connected,

)

nodes = we.make_nodes() + [wave_net.make_node(name="wave_network")]

x_symbol, t_symbol = Symbol("x"), Symbol("t")

L = float(np.pi)

geo = LinelD(0,L)

time_range = {t_symbol: (0,2*L)}

domain = Domain()

IC = PointwiselnteriorConstraint(
nodes = nodes,
geometry = geo,
outvar = {"u": sin(x_symbol), "u__t" : sin(x_symbol)},
batch_size = cfg.batch_size.IC,
lambda_weighting = {"u™:1.0, "u__t":1.0},
parameterization = {t_symbol: 0.0},

)

domain.add_constraint(IC, "IC")

BC = PointwiseBoundaryConstraint(
nodes = nodes,
geometry = geo,
outvar = {"u": 0},
batch_size = cfg.batch_size.BC,
parameterization = time_range,

)

domain.add_constraint(BC, "BC")

interior = PointwiselnteriorConstraint(
nodes = nodes,
geometry = geo,
outvar = {"wave_equation"; 0},
batch_size = cfg.batch_size.interior,
parameterization = time_range,

)

domain.add_constraint(interior, "interior")

deltaT = 0.01

deltaX = 0.01

x = np.arange(0,L, deltaX)

t = np.arange(0,2*L, deltaT)

X, T = np.meshgrid(x,t)

X = np.expand_dims(X.flatten(), axis = -1)

T = np.expand_dims(T.flatten(), axis = -1)

u = np.sin(X) * (np.cos(T) + np.sin(T))

invar_numpy = {"x": X, "t".T}

outvar_numpy = {"u": u}

validator = PointwiseValidator (
nodes = nodes, invar = invar_numpy, true_outvar = outvar_numpy, batch_size = 128

)

domain.add_validator(validator)
slv = Solver(cfg, domain)
slv.solve()

if  _name__ ==" main__ "
run()

Pucynok 1.3 — IIpuknaz 3actocyBaHHs 6i6nioTeku Nvidia Modulus
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Ha pucynky 1.4 HaBeJeHO TIpOTpaMHHM KoOJ, PO3B’sI3Ky 3acobamu 0OibrioTeku

SciANN.

import numpy as np
import matplotlib.pyplot as plt
import sciann as sn

X = sn.Variable('x")
t = sn.Variable('t)
u = sn.Functional('u', [t,x], 8*[20], 'tanh")

L1 = diff(u, t) + u*diff(u,x) - (0.01/pi)*diff(u, X, order=2)
TOL =0.001

C1 = (1-sign(t - TOL)) * (u + sin(pi*x))

C2 = (1-sign(x - (-1+TOL))) * (u)

C3 = (1+sign(x - ( 1-TOL))) * (u)

m = sn.SciModel([x, t], [L1, C1, C2, C3])

X_data, t_data = np.meshgrid(
np.linspace(-1, 1, 100),
np.linspace(0, 1, 100)

)

h = m.train([x_data, t_data], 4*['zero'], learning_rate=0.002, epochs=5000, verbose=0)

X_test, t_test = np.meshgrid(
np.linspace(-1, 1, 200),
np.linspace(0, 1, 200)

)

u_pred = u.eval(m, [x_test, t_test])

fig = plt.figure(figsize=(3, 4))

plt.pcolor(x_test, t_test, u_pred, cmap='seismic’)
plt.xlabel('x")

plt.ylabel(’t"

plt.colorbar()

Pucynok 1.4 — I1puknaz 3actocyBaHHs 6i6miorekn SCiIANN

Ha Bigminy Bix momepeaHix po3misHyTux 06ibmioTek, mpoljec ommcy 3ajaui
3acobamu SCiANN € cMMBO/IbHAM Ta He TIoTpebye HarmucaHHsS TporpamMHoro kofmy. Lle
[103BOJISIE KODUCTYBauyeBi BUKOPUCTOBYBATH CUHTAKCHUC, CXOXKUM Ha MOLIMPEHI CUCTEMU
KoMIT'10TepHOI anrebpu. OxHak, repeBaroro Nvidia Modulus € opieHraliis Ha 3ajaui,

1[0 BUMararoTb BUCOKOI MPOJAYKTUBHOCTI Ta BUKOPUCTOBYIOTh GPU, a TakoX miJTpUMKa
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IIMPOKOro Kosia (i3uuHux 3azad. B Toii ke uac, DeepXDE migTpumye pi3Hi
(dbpeliMBOpKU Ta MiJXOAUTH AJIsl LIIUPOKOTO CrieKTpa JudepeHiiiabHUX PiBHSHb.

Bibmioreka PINNs-Torch [72] (https://github.com/rezaakb/pinns-torch)

Tipe/iCTaB/siE HeHWPOHHI Mepexi 3 (i3MUHMMHK [JaHUMH, peasi3oBaHi 3a [[OTIOMOTOHO
PyTorch. BigminHoto QyHkii€eto € BukoprctanHs rpadis CUDA Ta komminstopis JIT
(TorchScript) pans  kommisisAii  Mogened, 10 TPU3BOAWUTL [0  30i/bIlIeHHS
MPOAYKTUBHOCTI Yy TOpiBHSIHHI 3 BUKOpHcTaHHsM TensorFlow. Ik mpuk/iaj Takox

pO3IIsiHEMO PO3B’si3aHHS piBHSAHHA broprepca:

0.01
Up + ULy — (—) Uge = 0,2 € [—1,1],t € [0, 1]

0

3 I0YaTKOBUMH Ta IPAHMYHUMH YMOBaMHU:
u(0,x) = —sin(mwx), u(t,—1) = 0,u(t,1) = 0.

[IporpamHMi KOZ, PO3B’ 3Ky HaBeleHO Ha PUCYHKY 1.5.

g HOCHigHUKIB, TaKUX SIK iH)KEHEPU Ta MaTeMaTHUKH, BaXX/IMBO MaTy MPOCTUH
inTepdeiic pobotu 3 6i6/ioTekol0 po3B’s3aHHS KpaiioBUX 3ajau 3acobamu PINN 3
Ki/ibkoxX TipuuuH. [lo-mepiiie, MpoCTUi i IHTYITUBHO 3pO3yMiiMii iHTepdelc 3MeHIye
MOPIr BXOZPKEeHHs, [O3BOJISIFOUM (PaxiBLsIM 3 Pi3HMM DiBHEM MPOrpamMyBaHHS IIBU/KO
royaTyd BUKOPHCTOBYBaTH 6ibmioTeKy Asist cBOiX 3azau. [lo-apyre, 1ie Ao3Bonse Oinbiie
yacy TIpUALIATA Oe3rocepeHLOMY PO3B’sI3aHHIO HAYKOBUX i TeXHIUHMX TTpoOsieM, a He
BHMBUEHHIO CKJIaZJHOI [JOKYMeHTallil Ta HajamrTyBaHb. [lo-TpeTe, mpocTuil iHTepdenc
cripusie  OiIBITiNA  TIPOAYKTHUBHOCTI Ta e(eKTHBHOCTi, 1[0 OCOOJIMBO Ba)K/IMBO B
aKaZieMiyHUX i TPOMHCIOBUX JOCi/PKEHHSIX, Je IIBUJAKICTh PO3POOKH i TOUHICTb
pillleHb € KpUTUUHHUMH.

PosrnsayTi 6i6miorekn DeepXDE Ta SciANN HajarThb MPOCTHH i iHTYITHBHO
3po3yminui inTepdeiic s koprctyBauiB. NeuralPDE i PINNs-Torch BukopucToByroTh

6e3mnocepeiHbO eKoCcHCTeMYy MOBH TiporpamyBaHHs Julia Ta PyTorch BignorigHo. Nvidia


https://github.com/rezaakb/pinns-torch
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Modulus omtumizoBana g GPU, mjo pobuth 1f0 6ibrioTeKy mnpugaTHOIO AJis

BHCOKOMPOAYKTUBHUX 00UMC/IeHb i Bizyasi3aiiii.

from typing import Any, Dict, List, Optional, Tuple
import hydra
import numpy as np
import rootutils
import torch
from omegaconf import DictConfig
import pinnstorch
def read_data_fn(root_path):
"""Read and preprocess data from the specified root path.
:param root_path: The root directory containing the data.
‘return: Processed data will be used in Mesh class.
data = pinnstorch.utils.load_data(root_path, "burgers_shock.mat")
exact_u = np.real(data["usol"])
return {"u"; exact_u}
def pde_fn(outputs: Dict[str, torch.Tensor],
x: torch.Tensor,
t: torch.Tensor):
"""Define the partial differential equations (PDEs).
u_x, u_t = pinnstorch.utils.gradient(outputs["u"], [X, t])
u_xx = pinnstorch.utils.gradient(u_x, x)[0]
outputs["f'] = u_t + outputs['u"] * u_x - (0.01 / np.pi) * u_xx
return outputs
@hydra.main(version_base="1.3", config_path="configs", config_name="config.yaml")
def main(cfg: DictConfig) -> Optional[float]:
"""Main entry point for training.
:param cfg: DictConfig configuration composed by Hydra.
:return: Optional[float] with optimized metric value.

# apply extra utilities
# (e.g. ask for tags if none are provided in cfg, print cfg tree, etc.)
pinnstorch.utils.extras(cfg)
# train the model
metric_dict, _ = pinnstorch.train(

cfg, read_data_fn=read_data_fn, pde_fn=pde_fn, output_fn=None
)

# safely retrieve metric value for hydra-based hyperparameter optimization
metric_value = pinnstorch.utils.get_metric_value(

metric_dict=metric_dict, metric_names=cfg.get("optimized_metric")
)

# return optimized metric
return metric_value

if __name__=="
main()

__main__"

PucyHok 1.5 — Ipuknag 3actocyBanHs 6i6mioreku PINNs-Torch

3 nopiBHsAHHSA opMu 3anucy TecToBUX 3ajau 6i6mioTek DeepXDE, NeuralPDE,
Nvidia Modulus, SciANN Ta PINNs-Torch mokHa 3pobuTy BHCHOBOK, 1110 (opmat

3aIMcy 3a/iadui y CUMBOJIBHOMY BUT/sSAL 3acobamu NeuralPDE 6inbin HabmmkeHWH 710
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MaTeMaTHYHOI TI0OCTaHOBKH, OfIHAaK, Bce IIje MoTpeOye 3HaHHS BHYTPIIIHBOTO (opmary
3arucy.

Otxe, po3pobka 6ibmioTekn [y peasizailii  O0OUMC/TIOBAILBHAX ~ METOZIB
HeMpOHHUX Mepex 3 (pisnuHor iHdbopMalli€to i3 3pyyHHUM Ta iHTYITHBHO 3pO3yMiTUM
KOMaH/JJHUM iHTep(elCoM € aKTyabHO 3aJjaueto.

CraHjapTu30BaHi iHCTpyMeHTH Ta 0ibmioTeKM CHpUATUMYTH — ILLIBUAKOMY
CTBOPEHHIO i TeCTyBaHHIO Mogfesield. lle 3HAUHO MPUCKOPIOE HAYKOBI AOCIIIPKEHHS Ta
MIPOMUC/IOBE BIIPOBA/KEHHSI, /103BOJISIIOUM PO3POOHMKAaM (DOKYCyBaTHCSI Ha OCHOBHHMX
acreKkTax CBOIX 3a/lau, a He Ha BUPILLIeHHI TeXHIYHUX JleTaslel.

KpiM TOro, BUKOPHCTaHHSI CIiIbHUX 0i0/iOTeK TIiABUIIYE BiATBOPIOBAHICTH
nociimkenb. lle BaX/MBHUM acrieKT HayKoBOi pOOOTH, OCKi/JIbKA [O3BOJISIE iHIINM
JOC/TIJHAKAM BIiJTBOPIOBAaTA Ta TIepeBIpATHA pe3y/bTaTh, 10 IMiABUIIYE OOBIPy 10
OTPYMaHMX [JaHUX i CIIpUsSi€ HAYKOBOMY IPOIpecy.

Tako)K BapTO 3a3HAUYUTH, IO CIHi/JILHOTA PO3POOHKKIB, SiKa TMpaLlOE 3 OfHi€r0
6i6ioTeKkor0, MOXKe MIITATHCS JOCBiIOM, PO3IIMPIOBATA (PYHKITIOHA/IbHICT Ta IIBUKO
ycyBatd TIOMWIKU. Lle ToOKpaillye 3araibHy SKiCTh Ta CTaOUIBHICTb iHCTPYMEHTY,
po0O/IsTUr H0ro GisbI HaTiMHUM i e(heKTUBHHUM.

bibmioreka, sfika JIeTKO iHTerPyeThCS 3 iCHYOUMMH (peMMBOPKAaMHM MAIlIMHHOTO
HaBuaHHs, TakumMu sK TensorFlow abo PyTorch, pgo3Bommte edekTuBHilIe
BHKOPHCTOBYBATH iCHYIOUi pecypcH Ta iHCTpyMeHTH. Lle 3abe3rneuye mmpiiny afarnTaifito

Ta iHTerpauiro PINN MeToZiB y pi3HOMAaHITHI IPOEKTH Ta AOCIIKEHHS.

BucHoBKH /10 po3ity 1

HeliponHi Mepexi 3 isnuHOr0 iHdOpMalji€l0 3a OCTaHHI POKW OTpUMaIu
3HaUHWM PO3BUTOK TIPH pO3B’Si3aHHI HAYKOBHUX Ta TexHIUHMX TMpobseM. OCHOBHi
acriektTd  po3BUTKy MetoziB PINN y iTeparypi BK/IHOYalOTb TeOpeTHUUHE

oOIpyHTyBaHHSI, pO3pOOKYy pi3HHUX apXiTeKTyp i aJArOpuTMiB OMNTHUMI3alfii /s
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mifBUILleHHs e()eKTUBHOCTI Ta CTabibHOCTI, a TaKOXK YCIIillTHe 3aCTOCYBAaHHS Y Pi3HUX
raay3six, TaKUX $fK MeXaHika PpiJuH, Teruionepegaya, MaTepiaJjoO3HaBCTBO Ta
biomexanika. 1Ii pe3ysibTaty CBifuaTh MPO BHUCOKY TOUHICTH i e(eKTHUBHICTb METOZiB
PINN.

[lepcriektBU  po3BUTKYy  MetozaiB  PINN  Bk/iwouarTh — MiJBUILIEHHS
MacIITaboBaHOCTI i OOpPOOKM BeMUMKHAX CHUCTeM AudepeHIfialbHUX PIiBHSHL Ta
CK/IQJIHUX TeOMeTpil, iHTerpawjito 3 TpaJuLliMHUMH UYXCJIOBUMU METOJaMM, TaKUMM SIK
MeTOJ, CKIHUEHHUX eJIeMeHTIiB, [Jid [OCATHEeHHS KpaljuX pe3y/bTaTiB, a TakKoX
BIIPOBA/P)KEHHsSI METOZiB a/laliTUBHOTO HaBUaHHS, 1[0 [JO03BOJISAIOTh e(eKTUBHO
BHUKOPHCTOBYBAaTH 00UMC/IFOBaIbHI peCypcy Ta 3MeHILyBaTHh YaC HaBYaHHSI.

Bibmioreku s peamizarjii mMerofiB PINN, Taki sik DeepXDE, SciANN,
NeuralPDE, PINNs-Torch Ta Nvidia Modulus, maroTh 3HauHUM TIIOTeHIia/l AJs
TO/Ia/bIIIOT0 PO3BUTKY. BOHU BXe 3apa3 3abe3neuyloTh BHUCOKY MNPOAYKTHUBHICTH i
THYUKiCTh, 110 POOUTH iX KOPUCHUMM iHCTDYMEHTaMH [ijisi BUPIllIeHHS CKJ/IaJiHUX
HayKOBUX 1 iHKeHepHUX 3aZiay. MailyTHi HampsMKH DPO3BUTKY BKJ/IFOUAOTh
TTiZIBUITIEHHST MacIITaboBaHOCTI, iHTerpaIfito 3 HOBUMU METOlaMU Ta iHCTPyMeHTaMH, a
TAKO)K TOKpAallleHHsI [JOKyMeHTalii Ta MiATPUMKU KOpUCTyBauiB. Ll BIOCKOHa/eHHs
JI03BOJIATh PO3LLIMPUTU MOX/IMBOCTI 3acTocyBaHHA MeToziB PINN y pi3HUX ramy3sax
HayKU 1 TeXHIKHU.

OCHOBHi HAyKOBO-TIDAKTHYHI pe3y/bTaTh TEpIIOro po3Aisy omy0miKoBaHO B

pob6orax [84-93].
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2 ITPOEKTYBAHHS{ BIB/IIOTEKY HEMPOMEPEXEBUX METO/IIB

3 ornsgay Gibmiorek, 10 peastizyloTh HelipoMepeXkeBi 0OUMC/TIOBATBHI MeTOAH
MO)KHa 3pOOMTH BHCHOBOK, 1[0 Ba)XKIMBUMH BHUMOTaMH € HasiBHICTb IHTYITWBHO
3po3yMmijioro criocoby Omucy 3aad Ta MOXIMBICTb po0OOTH 3 TOMIMpEeHUMU
(dbpeliMBOpKamMu CTBOpDEHHS HelipomepeX. B naHOMy po3ziji TPUBOAUTBCS OIKUC
po3pobreHoi B AuceprTallii mpeaMeTHO-opieHToBaHOi MoBU PLang (Problem Language),

TIpU3HAUeHoi i popMasibHOTO OMUCY KPallOBUX 3a/iau.

2.1 ®opmasi3allis onucy KpaioBoi 3ajaui

BukopucTtanHs 00UMC/TIOBAZbHOI TEXHIKM Ui aBTOMaTu3allii po3B’si3aHHS
KpalioBUX  3asau  motpebye  HasgBHOCTI  ¢dopMaii3oBaHMX  3acobiB  OmmuCy
nudepeHLiaTbHUX PiBHAHb (CMCTeM) Ta KpalloBUX YMOB. 3a3BU4Yail TaKi OMNMUCH
pobsisiThCst Ge3mocepeiHLO Ha MOBi MPOrpamMyBaHHs, 3a ZIOTIOMOTOI0 SIKOI peasizyeTbCs
BiJTIOBiHMI anrOpyUTM PO3B’si3aHHs. [IpoTe CTBOpEHHsI TMPOrpaMHOTO 3acoly, SKui
7I03BOJISIE KOPUCTYyBauy He TMPOrpamicTy CaMOCTiMHO OMMCYBaTH 3afady, Torpebye
pPO3pO0OKHU Criellia/li3oBaHOr0 iHCTPYMEHTY i OIWCy 3ajad. TyT Moxke OyTH [Ba
OCHOBHUX Hampsmu: 1) criedianizoBaHuid rpaiyHui  iHTepderc KOpUCTyBaua
(Graphical User Interface, GUI) [76] abo 2)BuUKOpHCTaHHS Crieljia/i30BaHUX
npo6nemMHo-opieHTOBaHMX MOB (DSL — Domain-Specific Language) [77]. OueBuzHo,
mo BukopuctaHHsd GUI e 6inbin 3pyyHuM st OifbIIOCTI KOPUCTyBadiB, IpoOTe
3actocyBaHHsi DSL-MoB € OinbIl yHiBepcalbHUM i THYYKWM, OCKiBbKH [103BOJISIE

ONMCYBATH 3a/jaui I0Bi/IbHOT CK/IaZiHOCTI [77].
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2.2  OcHoBHi cumBoM MoBM PLang

dopmanbaMi onrc DSL-MoOB MoTpibeH A1 0JHO3HAYHOTO M HECYIIepPeuTMBOrO
3aJlaHHsI CUHTAKCHCYy Ta CeMaHTHUKU MOBH. [1iJ CHHTaKCHCOM Tpo6/ieMHO-0Pi€eHTOBAHOT
MOBU PO3yMi€ThCsl Habip mpaBus, 3a [JOTIOMOTOI0 SIKMX OIUCYEThCS CTPYKTYpa MOBHU.
BignoBigHO, T CEeMaHTUKOK PO3YMIIOTbCS [paBW/a IHTepripeTalii MOBHUX
KOHCTPYKUi. OTXKe, CYKyIHICTb CHUHTakKCUUHUX mnpaBuwn DSL-MoBU yTBOproe ii
dbopMasibHy rpaMaTHKYy.

Onuc CUMHTAKCUCY IUTYyYHMX MOB UacTille 3a BCe 3AiMCHIOETBCA 3
BUKOPUCTaHHAM po3mmpeHoi HoTalii bekyca-Haypa (EBNF — Extended Backus—Naur
Form), 3a [goromMoror skKoi MOXHA MOC/IJOBHO BHWpPA3UTU OJHI CHHTAaKCUYHI
KOHCTPYKUii uepe3 iHmi [78]. PopmManbHuK onMC OCHOBHMX cuMBOiB PLang 3
BrkopuctaHHsaM EBNF MoykHa peasnisyBaTty HaCTYITHUM YMHOM.

Oykea ::="A"|"B"|"C" | "D" | "E" | "F" | "G" | "H" | "I" | "J" | "K" | "L" | "M" |
"NTTOT TR TQT MRS T U [TV WX | YT [ M2 | Mat | b | et |
dr et | g | the R T M et [ Mt [ T [ Mg | [ s [ T [ Ma |
Wy

]_U/I(bpa ::: HOH | lll" | ||2H | "3" | H4H | "5" | ll6" | H7H | "8" | 11911;

3HaK ::: H+" | ll_ll;
pOBAiJII'OBaI—I ::: H+" | ll_” | nen | "/" | ll/\” | ll(ll | ”)ll | H’ll | ”:H | 3ape3epBOBaHe-CHOBO;
3ape3epBOBaHe-CJI0BO ::= "abs" | "acos" | "asin" | "atan" | "atan2" | "begin" |

"constant” | "cos" | "cosh" | "diff" | "equation” | "function" | "problem" | "end" | "exp" |
"sin" | "sinh" | "tan" | "tanh";

inerTudikarop ::= Oykea { Oyksa | udpa };

uynci0-6e3-3HaKy ::= Iiie-0e3-3HaKy | AilicHe-0e3-3HaKy;

YKC/I0-3i-3HaKOM ::= [3HaK] uncio-6e3-3HakKy;

1[i/1e-6e3-3HaKy ::= MOC/IiJOBHiCTb-1IUGP;

MOCTiAOBHICTE-IIUGD ::= 1udpa {1udpa};
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mn

niticHe-0e3-3HaKy ::= 1jisie-6e3-3HaKy"."npoboBa-uactuHa ["E" | "e" mopsmok] |
1ine-6e3-31aKky ["E" | "e" nmopsizok];

JpoboBa-yacTHHa ::= MOC/IiJOBHICTb-1IUGP;

TOPSOK ::= L[iJie-3i-3HaKOM;

1]i/1e-3i-3HaKoM ::= [3HaK] 11ine-6e3-3HaKy;

komeHTap ::= "#" [ASCII-noc/iJoBHICTS];

ASCII-nocnigoBHicte ::= nopoxHbo | ASCII-cumBon | ASCII-nocnifioBHICTE
ASCII-cumBo;

MOPOXKHBO ::= ;

TyT ciifi 3a3HaUUTH, 110 Mifi TEPMIHOM «ileHTU(iKaTop» pO3yMI€ThCS C/IOBO, SIKe
no3Hauae abo 3ape3epBoBaHe CyIoBO MoBHM PLang, abo im’s 3minHOI (B sAKOCTI
OCTaHHbOI'O 3ape3epBOBaHe CJIOBO BUKOPUCTOBYBAaTHUCS He Moke). Tako y Bulle
HaBesieHOMY onuci oHATTS «ASCII-cumBon» i3 BukopuctanHsM EBNF ¢opManbHo He
OTMCYETHCA, TaK SIK B LI AKOCTi 1ie Oyab-sikuid 3 127 CUMBO/IB TabMMIli KOAyBaHHS

ASCII [79].

2.3 Tunu panux PLang

Y moBi PLang Bci 3MiHHI HaneXarb [0 JiliCHOrO YMC/I0BOTO THUITy. IX JOBXWHA
BU3HAYAETHCS arlapaTHOK MIaT(OPMOI0, Ha SIKiM BUKOHYETBHCS peasti3alis 1[i€i MOBU. Y
BigrnosigHocTi 1o EBNF Tumn gaHvx BU3HauaeThbCsd HACTYITHAM YHMHOM.

THUI-[]@aHUX ;.= YUCJIOBUU-TUTI-[AHUX;

YKUC/IOBUN-TUTI-IAHUX ::= YUC/I0-0e3-3HaKy | unc/io-3i-3HaKkoM;

3MmiHHI y MoBi PLang onucyroTbCs Tak.

HNeknaparnisi-3MiHHOT  ::= '"constant" ornepaTop-NIPUCBOIOBaHHS{, OIepaTop-
TIPHMCBOIOBAHHS };

orepaTop-NpUCBOIOBaHHA ::= ifleHTU]ikaTop "=" BHpas3;
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Takum urMHOM, 3MiHHI y MOBiI PLang nekiapyroTbCs 3a [OIOMOIOK OrepaTropa
“constant”, B IKOMY OIMUCYEThCS CITUCOK ieHTUdiKaTopiB 3 000B’I3KOBOIO MOYATKOBOIO
ix iHinjamisariero. B gkocTi iHiljiani3aTtopa MOXKe BUKOPUCTOBYBATHCS SIK 3HAUeHHA —
KOHCTaHTa, TaK i apudmeTnuHni Brpa3 (popmanbHO Oyzie ormicaHo HUKUE).

Tak, Hanpuk/az, BUpa3 HacTyrnHoro BuAy constant E_4 = 2,71828%*0.25 3azae
aivicHy 3MiHHy E_4 i mpucBoroe i1 mouyaTKOBe 3HaueHHSl, sike JIOPIBHIOE pe3y/bTary

o0urCIeHHs Bi/ITTOBiZIHOTO BUpa3y.

2.4 Apudmernuni Bupasu y moBi PLang

3a gonomororo EBNF Bupa3su B PLang MoxxHa (popManbHO OnvcaTtyd HaCTYIMHUM
YUHOM.

BUpa3 ::= apU(PMeTUUHUI-BUPA3;

apU(pMEeTUYHUI-BUPA3 ::= KOHCTaHTa | 3MiHHA | QyHKLiS | apupMeTHUYHUI-BUPA3
apu(MeTHYHa-orepailisi apupmMeTHUHUI-BUPa3;

KOHCTAHTA ::= YU(JI0-3i-3HaKOM,;

3MiHHa ::= iZleHTU(ikaTop;

dbyskuis ::= inenTudikarop "(" [cnucok-napametpis] ")";

COMCOK-TIapaMeTpiB ::= mapametp {"," mapameTp};

rapameTp ::= apu(pMeTUYHUM-BUPA3 | ijleHTU(IKaTop;

apu(mMmeTryHa-oneparis = "+" | """ AT

Buipa3su npusHaueHi A onucy (Gopmys, siKi € AudepeHLialbHUMU PiBHIHHIMU
Ta KpahioBumMu ymoBamMu. Y PLang e Habip BOygoBaHUX (QYHKIIN, Tiepesik sSKUX
HaBefeHO B Tabm. 2.1. llefi mnepenik Moxke OyTH pPO3IMIMPeHUN, HaIpUK/Ia,

CHEL[iaJIbHI/IMI/I (IJYHKLIIHMI/I s SIKI MOXYTb BHHHUKATHU B [JE€JKHX  TIPAKTUYHUX

3aCTOCyBaHHSX. 30KpeMa, raMMa-(yHKLlisi BAKOPUCTOBYEThCS y piBHsiHHI CTpyBe.
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Tabmuns 2.1 — BOygosani ¢yHkiii moBu PLang

Ne D YHKLIA Onuc
1 abs(x) AbcomnroTHe 3HaUeHHS

2 acos(x) APKKOCHUHYC

3 asin(x) ApKcuHyC

4 atan(x) ApKTaHreHC

5 atan2(x,y) ApkTaHreHc BrUpa3y y/x (y pafiaHax)
6 cos(x) Kocunyc

7 cosh(x) Kocunyc rinepbosniunuii

8 diff(u, x) [ToxigHa QyHKLIT u 1o X

9 exp(x) ExcrioneHTa

10 sin(x) Cunyc

11 sinh(x) CuHyc rinep6ostiuHuii

12 tan(x) TaHreHC

13 tanh(x) TanreHc rinep6ostiuHuiA

Tyt cnip e

IIyKaHOI (PyHKIIiT.

3a3HauMTH, 110 Bci GyHKUil kpim diff() B sikocTi aprymeHnTy

npuiiMaroTh AikicHi uncia. PyHkiis diff() mepmmiM mapamerpoM 000B’SI3KOBO TTOBUHHA
NpUMMaTH ifeHTHdIKaTop, KUK € Ha3BOIO IMykKaHoi (YyHKIii (TOOTO OrosyiomeHu y

cekrii “function”), a Apyrum — igeHTudikaTop, sIKHI 00OB’SI3KOBO € apryMeHTOM

2.5 CrpykTypa onucy KpanoBoi 3aiaui MoBoro PLang

CTpyKTypy OMNMCY KpaiioBOi 3ajiaui 3a JOMOMOTOI0 ITPOO/IeMHO-0Pi€HTOBAaHOI

moBu PLang MoykHa 3acobamu EBNF omnmcaty TakuM YMHOM.

Omnwmc-3a7aui ::= 610K { 6J10K };

6ok ::= "problem" imentudikatop EOL mouaTok-6/0Ka Aeknaparlisg-pyHKIIii

I10YaToK-0J/I0Ka ::

[mexsapallisi-KOHCTaHTH ] piBHSIHHS KpalioBa-yMOBa KiHel[b-0/10Ka;

= "begin" EOL;



49

KiHerb-0/10Ka ::= "end" EOL;

neknaparisi-byHkiii ;= "function" igeHTHdiKaTOp-pyHKHIIT ("  CIMCOK-
aprymeHnTiB ")" EOL;

inenTUdikaTop-QyHKUIi ::= ineHTUdIKaTOop;

CIUCOK-apryMeHTiB ::= ifleHTU]ikaTop {, izenTUdikarop } EOL;

mnw_mn

JleKiapaLlisi-kOHCTaHTH ::= "constant" igeHTHU}iKaTop apu(MeTUUHUN-BUPA3
{, "constant" inenTudikarop "=" apudbmernunuii-supasz} EOL;

piBHsIHHA ::= "equation" "=" apupmetnuHui-Brupa3 EOL;

KpalioBa-ymoBa ::= imeHTudikatop-byHkuii "(" igeHTUdikaTop | KOHCTaHTa {,
ineHTudikarop | kocranta}")" EOL;

3rijHO 3 HaBeJleHWM BHILe OMKCOM KpakoBa 3aZjaua (popMasi3yeTbCsl y BUIVISALI
cekijii “problem” (ix Moy OyTu [ekisbka y omHomy (aiimi). KokHa Taka cekifis
CKJIa[|aTUCS 3 HACTYITHUX YaCTUH:

1) 3arosioBka “problem”, B sikomy 3aJja€TbCs Ha3Ba 3ajiaui;

2) iporpaMHoOi Iy>KKH “begin”, sika MapKye 1ouaTok 610Ky Ommcy 3a/adi;

3) oniepatopa Jek/apaiiii 1ykaHoi ¢yHkIii “function”, skuii BU3Hayae im’s
GdyHKIIiT Ta CrTUCOK 1T TapameTpiB;

4) HeoOOB’SI3KOBOrO0 ~ OTiepatopa  “constant”, AKWH  JeKaapye  AOTOMDKHI
KOHCTaHTH;

5) oneparopa “equation”, SKWM BW3HA4Ya€ pIiBHSIHHS, IO BJaCHO U YTBOPIOE
KpauoBy 3aj/lauy;

6) oneparopis, 1110 BU3HAUYaOTh KPalioBi YMOBY;

7) mporpamMHoi AyKH “end”, sika MapKye KiHellb O/I0Ky OTHMCYy 3ajaui.

Taka cTpyKTypa onucy KpaiioBoi 3ajaui MoBoto PLang pobuTth ii 3pyuyHoro a/st
aBTOMaTUYHOI TpaHC/ALii i miagTpuMye 00poOKy i3 3acTocyBaHHsSM TapajenbHUX
PO3paxyHKiB, OCKIJIbLKM KOKHa Cekijisg “problem” moyke 0OUMC/TIOBAaTUCS He3aneXXHO i
rapajie/;ibHO OfHAa BiJj OAHOI, 10 [ACTb MOXJ/IMBICTH ICTOTHO MiJBUILUTL 3arajabHy
IBUAKICTb 00uMCiIeHb. Po3risHemMo [jajii TIPUKIaAM OIMKMCYy KpaloBHX 3afiau i3

3actocyBaHHsM MoBH Plang.
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PosrnsitHeMo mpuk/aj onucy piBHsiHHA broprepca [84] i3 3acTocyBaHHSIM MOBU

PLang. PiBHSIHHA OMUCY€ETHCSA HACTYITHUM YUHOM:

ou ou 0%u

ne u(x,t) — HeBimoMa (QyHKLis (TyCTHHA ra3y Y pifuHU); v — KiHEMaTU4YHA B’S3KiCTh
cepe/ioBHUIIIa.
I'pannuni ymosu: u(0,t) = u(2,t) = 0.
sin(mx) 4 4 sin(27x)
4 4 cos(mx) + 2 cos(2mx)

[TouatkoBi ymoBu: u(x,0) = 2vmw

Ha moBi PLang HaBejeHy KpauoBy 3ajady (2.1) MO)KHa omnMcaTH, HarpuKIaj,

TaKUM CII0COOOM.

# PiBHsiHHS Broprepca
problem Burgers
begin

function u(x, t)

constant v = 18.6, PI = 3.14159

equation = diff(u, t) + u * diff(u, x) - v * diff(diff(u, x), x)
u(x, 0) =2 *v*PIL* (sin(PI * x) + 4 * sin(2 * PI * x)) / (4 + cos(PI * x) +
2 * cos(2 * PI * x))

u(0,t)=0
u2,t)=0
end

Pucynoxk 2.1 — IIpuknap piBHsaHHSA Broprepca

[MporuH 6Ganku. 3afauy TMpo TNpPOTWH Oankd y BUIAAKY TeOMeTPUYHOI

HeJTIHINHOCTI MO)KHA OMUCATH HACTYTHUM DiBHSIHHSM:

d*>w  M(x) dw\” i
oo (o (32))" o
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ne w(x) — uykaHa (yHKis mporuny; M, — 3ruHaJbHUNA MOMEHT.

d
I'panununi ymosu: w(0) = 0, d—w(O) = 0.
x

Ha moBi PLang 3azauy (2.2) MO)KHa ONKCATH TakK.

# [IporuH b6amKu
problem Deflection_of_the_beam
begin

function w(x)

constant Mx = 1000, E = 1.0E+10, I = 500

equation = diff(diff(w, x), x) - Mx / (E *I) * (1 + diff(w, x) A 2) A 1.5
w(x,0)=0
diff(w, x) = 0
end
PucyHok 2.2 — [Ipukna/ piBHIHHS 3TUHY 6aiKu

2.6 3arasbHM# aArOpPUTM TPaHC/IALil ¢jopManibHOro onucy 3ajadi MOBOIO

PLang y kiac moBu Python

Po3rnsitHeMo fasti 3arajJbHUAM aarOpUTM TPaHC/ALil (popmManbHOrO OMUCY 3ajavi
MoBoto PLang y kiac moBu Python. TpaHc/sili€to Ha3WBa€eTbCS TPOLEC MepeKnany
[I0YaTKOBOI'O KOAY IpOrpaMy, HaluCcaHOI OAHIE0 MOBOIO IPOrpaMyBaHHA, Y KO Ha
IHIIIM MOBI MporpaMyBaHHs1. BifiroBifHy Mporpamy, 11j0 aBTOMaTUYHO 3/iMCHIOE TaKUU
repeK/aji, Ha3uBarOTh TpaHc/IITOpoM [81].

Po3pi3Ha0Th  fBa  OCHOBHUX TUNM  TPaHUIATOPIB:  KOMIIIATOPU  Ta
intepnperatopu. KomminsTtop (3a OguWH UM JeKiJibKa IIPOXO/iB) MepeTBOPIOE BCHO
BUXiZIHY TIpOrpamMy B TpOrpamMy Ha IiHIIIA MOBI, fIKa € €KBiBa/IeHTHOK I1OYaTKOBIiM.
[HTepripeTatop (Ha BiAMIiHY Bif, KOMIIIATOpA) MOC/AIJOBHO YWTA€ MOYATKOBUW KOf,

3iliCHIOE TOTO TPAHC/ALiF0 B MallMHHY MOBY (0alT-Ko/]) Ta HeramHO BHWKOHYE.
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3a3Buuail Ko, 3reHepOBaHUM KOMITI/IATOPOM, € Oi/bIll SIKiCHMM, OCKi/IbKH KOMITi/ISII[isT
MOKe BHUKOHYBaTUCA 3 onTuMmisauietro. IIpore iHTepmnperatop, Ha BiAMIHY Bij
KOMIIi/IfATOpa, YacTto € GararoriaropMoBUM, 1[0 POOUTHL WOro BUKOPUCTAHHS Oisbiil
JOLITbHUM Y TIeBHUX BUIaKax [81].

Ons tpaHcisauii ckpunrtiB Ha MoBi PLang y kmacu Ha MoBi Python Oyso
peasii3oBaHO iHTepIipeTaTrop. 3arajbHa CxXeMa WOro poOOTH HaBeleHa Ha puc. 2.3.
BxigHotro iHdopwMmalii€to Ajis TpaHc/ATopa (rapcepa) € ckpunT Ha MoBi PLang, B sskomy
onuvcaHo ofHy abo JekisbKa KpadioBux 3ajau. Ha mepiiiomy erarii rmapcep BUKOHYE
JIEKCUUHUU | CUHTaKCUUHUM aHasli3 MoYaTKOBOrO KOAY Ha MpeaMeT MOro KOPEeKTHOCTI.
Ha apyromy etari BUKOHY€ETbCS 1TOOyj0Ba abCTpakKTHOTO CMHTaKCHYHOTO JepeBa (AST
— Abstract Syntax Tree) [82] a1 MaTeMaTUUHKX BHpPas3iB, 1[0 OMKCYOTh KpaloBi 3a/aui.

Tpancnsitop MoBu PLang Oyno peasni3oBaHO 3 BHKOPHCTAaHHSIM MOBU
nporpamyBaHHsi Python. UML-Mozens [83] kiaciB, 10 peani3ytoThb BiANOBigHUMN
(GyHKL[iOHa/l, HaBefeHa Ha puc. 2.4. TyT liJi TPOKOMEHTYBAaTh HACTyMHE: TOJIOBHUM
K/acoM mapcepa € Parser, sikuii orvcye Bci HeoOXiiHI CyTHOCTi TpaHC/siTOpa. Y HbOMY
OTMCaHO HU3KY MEeTO/iB, TIPU3HAUeHUX i po300opy ckpuritiB MoBu PLang Ta reHepatiii
BigmoBimHOTO KoAy Ha MoBi Python. ['0/10BHOIO BIaCTMBICTIO LILOTO KJacy € 00’€KT
problem_list, SKUii MICTUTb CIHMCOK eK3eMIUIsIpiB Kiacy Problem, 1mjo iHkaricystoe
TMOHATTS KpaiioBoi 3azaui. loro B1acTMBOCTSAMM €:

— Name — Ha3Ba 3a/1aui;

— function — Ha3Ba 11yKaHOT QyHKLIiT;

— arguments — CITMCOK apryMeHTIB (DYHKLIIT;

— constant — ClIMCOK JOTIOMI>KHUX KOHCTaHT;

— result — abcTpakTHe cuHTaKcuuHe fiepeBo (AST).

Y 1poro Kiacy riepef0aueHO HU3KY METOZiB, 10 BCTAHOBIIOIOTH (/10/1at0Th)
BiJITIOBi/{Hi 3HaueHHs, a TakKoXK MeTon generate(), sKui Oe3rmocepesHbO 3aIyCKae

reHeparliro Koy (Tak 3BaHHi OeKeH/| TpaHC/IATOpa).
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TpaHcnsaTop

[TouaTKOBUI KO/

JlekcnuyHui i
CUHTAKCUUYHUU aHaJTi3

[TobynoBa fepeBa po36opy

Kog Ha moBi Python

PucyHok 2.3 — 3arajibHa cxema TpaHCJISL[il CKpyrTy Ha MoBi PLang

AOGCTpakTHe CHHTAaKCHYHe /lePeBO B JaHOMY BWIIAJIKy € CTPYKTYpPOIO ZaHUX, siKa
BUKOPUCTOBYEThCSI [iJisi TIPE/ICTABJeHHSI CHHTAKCUYHOI CTPYKTYPHM BUXIiTHOTO KOZy
OIMCYy KpaloBoi 3ajaui B abcTpakTHii ¢opmi. OCHOBHOIO CK/Ia[OBOIO /IepeBa € BY3JH
(Nodes), siki mpeAcTaB/sslOTh KOHCTPYKILIiI MOBM OMUCY KpallOBUX 3ajay, TakKi K
ornepauii, GyHKLIi, 3MiHHi, BUpa3x TOLLO.

AGCTpakTHe CMHTAaKCHYHe [IePeBO OMMCYEThCS KaacoMm Tree, KM MiCTUTh OJHY
B/IACTUBICTb — 00’ €KT abcTpakTHOro Kiiacy Node i oguH MeTtof, — value(), sikuii moBepTrae
3HaueHHs BUpa3y (B JaHOMY BUIAJKy — NPOrPaMHUN KOT).

Hamankamu Node € HactynHi kimacu: RealNode — micTuTh kof, 10 ommcye
aivicHe uucno; UnaryNode — iHkarcymtoe yHapHy ornepatito; BinaryNode — ommucye

6inapHy omnepaijito; FunctionNode — omucye dyHKIjito.
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Takum 4MHOM, KOKeH 3 KJaciB-HauagkiB Big, Node peasidye meBHUM THUIT By3/a

ZiepeBa BUpasy.
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OpHyvM 3 HaWOiNbIl Ba)KIMBUX eTarmiB po300opy IIOUaTKOBOTO KOAY € MOro
JIEKCUUHUM Ta CUHTAKCUYHUMW aHasi3. BuxigHuli Koj QyHKIii, ika BUKOHYE 1]i orepariii
B apcepi, HaBeZeHa B /logatky B.

[TpukazoM pe3ysabTaTy poOOTH Iapcepy /s 3a/adi broprepca € HaCTyIHMI K/1ac

Ha moBi Python.

class Burgers:

def u(self, x, t):
pass

def diff(self, x):
pass

def u_bc(self, x):

if x ==0:
res =0
else:
res = np.sin(np.pi*x) + 4*np.sin(2*np.pi*x)/(4+np.cos(np.pi*x)+
2*np.cos(2*np.pi*x))
return res

def equation(self, x, t):
return self.diff(t)+self.u(x, t)*self.diff(x)-0.1*self.diff(self.diff(x), x)

PucyHok 2.5 — Pe3ynbrar poboTy napcepy AJist 3a1adi broprepca

Y mnoganeiiomy metogu u() ta diff() OyayTe Bu3HaueHi uepe3 BiAmoBimHI Kmacu
HelipoHHUX MepexX. A Metoau u_bc() Ta equation() OyyTh BUKOPHCTOBYBaTHChH IIPU
BH3HAUeHHI (DyHKLIT BTparT.

OTxe, po3pobsieHi Kaacu Tapcepy MOBH OIMKCY KpallOBUX 3aZiad € CYTTEBOIO
CK/aZioBOI0 0ibioTekn HelipoMmepekeBUX MeTojiB. IIpocTtoTa omucy Ta TMoAiOHICTb
CUHTAKCUCY [I0 TIOIIMPEHUX CHUCTeM KOMIT' IOTepHOi anreOpy Z03BOUTh 3MEHIIIUTH uac
Ha 3aCBOEHHSA [JOKyMmeHTallii OiGmioTeku. [lami BHU3HAUMMO OCHOBHI KjacH, sKi
BiJITIOBiat0Th Ge3rocepeHLO 3a METOZ HeMPOHHUX Mepex 3 (i3uuHoro iHdbopMailiero
Ta JOJATKOBi KJ/IacH, 1[0 BUKOPUCTOBYIOTHCS /IS aBTOMaTH3arlil mobymnoBy HelipoMepesx

Y BIATIOBIJHOCTI 10 ONTUMAa/IbHUX TirepriapaMmeTpiB.
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2.7 TIlpoekTtyBaHHsi 0i0/ioTekn HellpoMepeXeBHX 00YMC/TIOBA/IbHUX

MeTO/iB

Po3risHeMO OCHOBHI  kjiack 0ibsioTekuM po3B’si3aHHS  KpallOBUX — 3afjau
HelipoMepexeBUMU MeTogaMy. Ha pucyHky 2.6 HaBemeHO KoHLenTyaapHy UML
Aiarpamy Ksacis [92].

3okpeMa, knac ANN MicTUTh mosig Ta MeTOAU [ BU3HAUeHHS apXiTeKTypu
HelipoMepexi: KisbkocTi 1mapiB (n_layers), KiJbkOCTi HelpoHiB B Iapax (CIHCOK
N_units), CMMCOK akTWBalliii B 1apax (activations) Ta o6’ekt PyTorch, skuii MicTUTB
BacHe Helipomepexy. Metog forward() — rporpamye nipssmMuii Xif oburciieHb Mepexxi
[92].

Knac Net mictute PINN Mepexy, sika € HaOMMKeHMM METOZIOM PO3B’si3aHHS
KpaiioBoi 3azaui. [Tose model Mictuth ek3zemruisip kiiacy ANN. Habopu ganux X_train
Ta y_train ONMMCYIOTh TIOBEAiHKY B 00/acTi BU3HAUeHHsI Ta 00/1acTi 3HaueHb HEBimoOMOI
¢yukuii. L[i Habopu KOAYIOTH TMOUYaTKOBi Ta rpaHuWuHi ymoBu. I[loms optimizer Ta
criterion MicTATb BiZITIOBiTHO OMTHUMi3aTOp Ta METPUKY TMOXUOKU 6ibmioreku PyTorch.
Metop, loss_func() Bigmoimae 3a dopmyBaHHs (yHKIIi BTpaT Mepexi, sika MiCTHUTb
NMoxubKy Ha KpallOBMX YMOBAax Ta IMOXUOKY [qudepeHIia/ibHOTO piBHSHHS. B 1bomy
MeToAi BifOyBaeTbcs AudepeHIjitoBaHHS Mepexki. Metof train() BUKOHy€ HaBUYaHHS
PINN mepexi [92].

Krnacy, 1o peasi3ytoTh €BOJIIOLIMHI MiAXOAW [0 ONTHMI3aLlil rirnepriapaMeTpiB
GA_ANN Ta PSO_ANN. Knac GA_ANN BHUKOPUCTOBYETHCSA A1 Ha/alUTyBaHHS
rinepriapaMeTpiB HeMpOMepeXi TeHeTUYHUM anropuTMoM. [lossi Kiacy BU3HAYarOTh
TOJIOBHI MapaMeTpu aJrOpuTMy: PO3MIp MONY/ALII TeHeTUYHOrO0  aJrOpUTMy
(population_size), iMOBipHiCTh MyTarlil TIpy reHeparjii HOBUX ocobuH (mutation_rate),
MMOBIpHICTb Tl€pexXpecHOro CXpelyBaHHSI MK OaTbKaMu [Jisi CTBODEHHsI HalllafKiB
(crossover_rate), Ki/lbKiCTb TIIOKOJIiHb abo0 iTepalfii s BWKOHAHHS Te€HETHYHOTO
anroputMmy (generations), 00’eKT Helipomepexi, sikuii OyJe Ha/lalITOBYBaTUCh 3a

JIOMIOMOTOK0 TEHETUYHOTO airoputmy [92].
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Bignosigni Metogu kKnacy GA_ANN BianoBifaroTh 3a peasi3aljitd OCHOBHHX

oriepaTopiB: MeTo/ JJjisi BCTaHOB/eHHs po3Mipy Moyl (set_population_size), meTof,
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[/1s1 BCTAHOBJIEHHS MMOBIPHOCTI MyTallii (set_mutation_rate), MeToZ AJiss BCTAHOB/IEHHS
MOBipHOCTI mepexpecHoro cxpelfyBaHHs (setCrossoverRate) Toiio [92].
Knac GSD_ANN peanisye meToau IUIaHYBaHHS eKCIIePUMEHTIB OINTUMi3arii

rinepriapaMeTpiB HelipoMepex 3 (hi3nuHoo iHhOopMaLli€to.

BuCHOBKH /10 po3ainy 2

Y npyromy po3fijii CIIpO€KTOBAHO Ta peasii30BaHO MpeAMeTHO-OPIEHTOBAaHY MOBY
PLang (Problem Language), npu3HaueHy [/s1 (pOpMa/ibHOTO OMMCY KpalOBUX 3ajiau.
ITaHa MoBa [103BOjIsiE POOMTH OMHWC 3ajiaui y iHTYITHBHIM Ta 3po3ymimiii ¢opwmi, 1110
cxo)ka Ha 0araro cucTeM KOMIT'IOTepHOI anre6pu. 3acTOCyBaHHS [JAHOTO ITiIXOAY
[I03BOJIUTh ~ CYTTEBO  CIPOCTUTHM BUKOPUCTAaHHS 0ibsioTeku  Helipomepe)keBUX
00urC/IIOBa/lbHUX METOZIB Ta PO3ILIMPUTH IX MpaKTHUYHe 3aCTOCYBaHHS [JOC/IiJHUKaMU
Ta IH)KeHepamHu.

3arporioHoBaHa  MpoOIeMHO-OpiEHTOBaHA MOXK€  BHKODUCTOBYBaTHCh 5K
CTaHJapTU30BaHUM IHCTPYMEHT OIMUCY 3ajady, 110 CIOPUSTUME LIBUJKOMY CTBOPEHHIO i
TeCTyBaHHIO Mogesiel. Lle 3HAUHO MPUCKOPUTH HAyKOBi JOC/IJ)KEHHS Ta MPOMUC/IOBE
BITPOBAa/KeHHsI HelipoMepeKeBHUX 00UMC/TIOBA/IbHUX METO/IiB.

[IpakTuHe 3HaueHHs MoOBU PlLang mossrae, TakoX, Yy BiJTBOPIHOBaHOCTI
[AOCIPKeHb, OCKIJIBKU CIIpUATUME 3MEeHILIeHHIO [IOMU/IOK IIPU HallMCaHHI IIpOrpaMHOro
KOZY ZiJisi PO3B’si3aHHS KPAaMOBUX 3a/iay Y TIOPiBHSHHI 3 iHIIMMM 6ibsrioTeKaMu.

OCHOBHiI HayKOBi i TpAaKTU4Hi pe3y/lbTaTd J[aHOTO PO3ZiMy OMyO/IiKOBaHO B

poborax [91, 92].
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3 OBUYMNC/IIOBAJIBHI EKCIIEPUMEHTUA TA ITPUKJIAA
3ACTOCYBAHHS HEMPOMEPEXXEBHX METO/IIB

3.1 OcHOBHI NOHATTS HEMPOHHUX Mepex 3 (i3uuHoI0 iHPopmaliiero

HelipoMepexxy MO)KHa MOjaTy SIK CKJIaJHY HeJiHIMHY (YHKLiIO, sKa BUKOHYE
3aBJjaHHA BifloOpakeHHsI BXiIHUX [JaHUX y BUXiZHI. BoHa CK/Iafja€Tbcs 3 HEMPOHIB, sIKi
OpraHi3oBaHi B 1IapH, i KO)KeH HeWPOH B3a€EMOZIE 3 iHILIWMU 3a JOTIOMOIOK0 3Ba)KEHUX
3B’s13KiB Ta (DYHKILIiM akTHBaLi [94].

[IpurycTiMO, Ma€MO OJHOIIAPOBY HEHMPOHHY MeEpeXy 3 BEKTOPOM BXOAY <,
BUXO/IOM Yy Ta MaTpHulieto Bar IV, a Tako)K BEKTOPOM 3CyBY b. MaTeMaTUUHO LH0 MePexXy

MO’KHa OITMCATHU HACTYITHUM UMHOM!

y=f(Wz+0),

me f(-) - akTuBariliHa QYHKIIis, sIKa 0/a€ HeTiHIMHICTD 10 MOZIeTi.

HaBenieHe piBHSHHS BifoOpakae TpaHchOpMallif0 BXifIHUX JaHUX = y BUXIZ Y.
AxTuBaliiiHa QyHKIIis BaK/IMBa [ TOTO, 1[00 JaTh HEWPOHHIN MepeXKi MOX/IHUBiCTb
HaBYATHCS CKJ/IQ[HIIITUM B3a€EMO3B’s13KaM Ta HeJTiHiMHUM 111ab/10HaM y gaHux [94].

[y GarartolliapoBUX HEMPOHHUX MepeXK I[eM Oruc Mo)ke OyTH pO3IIMpeHHH,
[I0[ar0uM [0aTKOBI 11apy Ta Baru. B TakoMy BUMajKy BHpa3 MOXe BUIVISAATH SIK
MOC/IiJOBHICTh (DYHKIIiM, /le BUXOAU OFHOTO I11apy € BXOAAMH HAaCTyIHOro. Takui miaxiz
7103BOJIsIE HEMPOHHUM Mepe’kaM MO/Ie/TIOBaTH Oi/IbIIT CK/1a/[Hi B3a€EMO3B’SI3KH B JIaHUX.

bararoiiiapoBy HeipOHHY Mepe)Ky MOXKHa y3araJbHUTU SIK KOMIO3ULIit0 (PyHKIIiH,
Jle KO)KeH II1ap € JIiHIMHOK TpaHC(opMalli€l0 BXiJHUX [aHUX, a aKTHUBALiMHI (QyHKIIil
HaZIAFOTh HeJTiHIMHICTL Mofemi. [I1s 3amau OaraToBUMipHUX BXO/[iB Ta BUXOZIB 3arajbHa

MdTeMdTHYHa d)opMa MOKe BUITIAAdTH HACTYITHUM YHMHOM.
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Hexalt maemo L 1mapiB y 6araroiapoBiii HelipoHHili mepexi. KoykeH map mae

l bl .u . l . <
cBoro Marpuito Bar W' Ta 3cyB ', a TakoXK akTHBALliHY (GyHKIi0 f°. BXigHuil BeKTOp
MO3HAaUeHW T, a BUXIJHUU BeKTOp Mepexi — y. Onuc QyHKLil Mepexi J/s1 OJHOrOo

MIPUKJIay MOXKe OyTH 1oJjJaHO HAaCTYITHUM YUHOM [94]:

ne | — inpexc mapy (Big 1 go L); ' — niniiiHa kom6iHarjisi BXOZAIB Ta apameTpis 1apy;
a! — BUXiHUMI BeKTOP IIapy Mic/Is 3aCTOCYBaHHS aKTUBALIIAHOI (YHKLII.

[yis GararoriapoBoi Mepexi BUXiJ OyJe OCTaTOUYHWM pe3y/bTaTOM OCTaHHBOTO
mapy: y = a”. OTxe, 3aranbHa (YHKLisl, IKa OMKCYe 6araTomapoBy HEHPOHHY MepesKy
MIPSIMOTO TIOIIHMPEHHSI CUTHa/ly, Mo)ke OyTH BH3HaueHa SK KOMIIO3ULlis (YHKIIiH,

Tipe/iCTaB/ieHy HAaCTYITHUM UYMHOM [94]:

y=frWwh. o WL (W b)) + L+ 0T + b)),

Je L — KibKIiCTh 1IapiB y HEMPOHHIA Mepexi; T — BXiJJHUM BEKTOp; W' Ta b' — Baru Ta
scysu mapy [; f1(-) — hyHKLis akTuBawii mapy .

s dysKiia npezacrapisie cob0O IMOCTIMOBHICTE JHHIHHUX Ta HeTiHIMHAX
oriepariii Ayi1 00pobKu BXiZIHOTO BeKTOpa Ta OTPUMAaHHS BUXiJHOTO pe3ysbrary. KoskeH
11ap MepeXki BHOCUTh BJIaCHWM BKJIQ[, y 3MiHYy CTPYKTYpU Ta (POpMYBaHHSI CK/IaJHOI
3a/1€’)KHOCTI MK BXIIHUMM Ta BUXIHAMH JJaHUMM.

Baru W' Ta ' Mepexi € rapaMeTpaMH, SKi ONITUMI3YOThbCS TTiJ] YaC HaBUYaHHS /ISt
[IOCATHEHHS MeBHOT0 BUXiJHOTO Pe3yJbTary.

Y GararoiiapoBiii Mepexxi MpsIMOTO TTOIIMPEHHSI CUTHAMY KOyKeH HeMpOH y Iapi
OB’ SI3aHUH 3 KOXKHMM HEWPOHOM B TIOINepeIHbOMY Ta HaCTYyMmHOMY Iapax. B mporeci
TPEHYBaHHSI MepeXXi BUKOPUCTOBYETHCS (DYHKLIiSI BTpaT [Jii BU3HAUE€HHS Pi3HULI MK
MPOTrHO30BaHMMHU Ta (PAKTUYHUMM 3HaueHHsAMU. MeTa omnrTuMisallii — MiHiMi3yBaTu

(dYHKLit0 BTpaT [/151 OCITHEHHS] TOYHOTO TIPOTHO3Y.
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OnTyuMi3aTop y KOHTEKCTI HEHWPOHHUX MepeX — 1@ K/IHUYOBUM eJIeMeHT
TpeHyBaHH$, 1110 BiZINMOBiJa€ 3a afianTailito mapamMeTpiB Mepexki mpu MiHiMizallil hyHKIil
BTpart. [Ipoiiec onTuMmi3allii po3rMOYMHAETLCA 3 O0OUMC/IeHHS TpajieHTiB (YHKIil BTpar,
fKi ~ BKa3yKTb  HanpsAMOK  HAWIIBUJIIOTO  3MEHIIeHHs  BTpaT.  3a3BHUYau,
BUKODUCTOBYIOTbCSI TaKi METOAM ONTHUMi3aLii, K rpafieHTHUM CITyCK, CTOXaCTUYHUU
rPaJlIiEeHTHUM CIyCK Ta Pi3Hi Bapialii, 1110 BU3HAUYalOTbCA 3aZjauerd Ta BAaCTUBOCTIMU
[laHUX.

HaBejjeHi KOMMOHEHTU [103BOJISIFOTH HEUPOMEDEXXi MOJENI0BaTh CKJIaJHI Ta
HemiHiliHI 3anexxHocTi B AaHuX. CKaafHiCTh (QYHKIT MOXe 3pOCTaTH 3 KiJIbKiCTIO
11apiB, HEMPOHIB Ta 3arajbHOK) CK/IAAHICTIO apxXiTeKTypu. TpeHyBaHHS HeHWpOMepexi
ToJIsirae B MiZibopi orTUMa/bHUX Bar Ta 3CyBiB /Jisl BUPillleHHs] KOHKPETHOI 3a/1aui.

PINN mpezacraBnsiioTh 00010 mMiAxig B 00/aCTi MaIIMHHOTO HABYAaHHS Ta
Gi3MYHOrO MO/Ie/ItOBaHHS, SIKMM TIOEAHYE TIOTY)KHICTh HEMPOHHMX Mepex 3
Av(epeHLialbHUMA PDIBHAHHAMM /11 PO3B’sI3aHHS 3aBJlaHb, OB’ A3aHUX i3 (i3MUHUMHU
nporjecamu. Y koHTekcTi PINN, HelpoHHa Mepe)ka HaBUAa€TbCSl HA OCHOBI JaHUX, e
BXiZIHi Ta BUXiZHi MapW BifoOpa)kafoTb TOUKWA B JOMeHi (x,u), e © — Lje TOUKa B
MPOCTOPi, @ ¥ — BiJNOBiIHe 3HaueHHs (i3nuHOl BenmunHU. OHaK BigMiHHICTE PINN
Mo/isra€ B TOMY, 10 [0 (YHKIii BUTpaT AoAaroTbCcsl (i3vuHi piBHAHHS, Taki $K
nvdepeHiiianbHi piBHAHHS Ta TpaHWuYHi ymoBU. lle Jo03Bonsie Mofeni He Jidiile
arpoOKCHUMYBAaTH JiaHi, a ¥ BpaxoByBaTU (i3nuHi 0OMekeHHsI Ta Bifjomi 3akoHHU. ITif uac
ontumizailii, PINN 11ykae po3B’s30K, sKWM BiAmnoBijae (isuuHMM 3akoHaM Ta
HaBUaJbHUM JaHUM, 3abe3reuyroud TakKuM uWHOM (i3UUHY TMpaBJONOAiOHICTE Ta
e(heKTUBHICTb y BUpIillleHHi 3a/iay (i3uKu Ta iHxeHepii [11].

PosrnissHemMo 3arasibHe (hOpPMYy/IOBaHHSI A/s1 AvdepeHIliaTbHOTO PiBHSHHSA 7-TO
MOPSAKY 3 TPaHMYHUMH ymoBamH. Hexall u(x) — miykana (yHKI[isl, sika 3a/{0BOJIbHSIE
PiBHAHHS Ta FPAHUYHI YMOBH.

Y 3arasibHOMy BUMaAKy AudepeHiliaibHe PiBHSIHHSA, 1[0 onucye ¢i3uuHu

npotLiec:

F(u,Vu,V3u,...,V"u,x,t) =0,
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ne u(x) — GyHKIs, fKa 3a7eXXUTh Bifi n 3MiHHUX © = (T'1, X2, ..., Ty ); V — TPAJIEHT; T —
MIPOCTOPOBi Koop/vHaTtH; t — yac. PyHKuis F' BuUpaxkae gudepeHlliajbHe DiBHSHHS 3
ypaxyBaHHAM MOXIiJHUX 10 12-T0 MOPSAJKY.

I'paHNYHI YMOBM BUIVIAAAIOTh TaK:

G(u(a), u(b)) =0,

Je a Ta b — BeKTOpH, NpeCTaB/ISIIOTh HWXKHIO Ta BEPXHIO T'PaHUL{i JOMEHY.
OyHKLiS BTpaT HeMpoMepexi, fKa BHUKOPDUCTOBYETbCS IPU OINTHMMIi3aljii Bar

Mepexi [11]:

L= Ldata + LphyS’iCS)

ne Lgqtq BijoOpaxkae cepeIHbOKBaJpaTUUYHy TIOMU/IKY Ha OCHOBI HaBUa/IbHUX JaHUX (B
TOUKax KosoKauil); Lppysics BijoOpaKae (isM4yHy MOMHIKY, fiIka BK/IKOUae y cebe
BHpasH, 1[0 BUIJIMBAIOTh 3 AU(epeHL]ialbHOrO PiBHSIHHS Ta FPAHUYHUX YMOB.

Orxe, mif yac orrrrMi3ariii HelipoHHOI Mepeski BU3HAYAeThCs QYHKLS u(z), siKa

3a[J0BOJIbHSIE SIK HaBUYAJIbHI []aHi, TaK i (pi3MUHi 3aKOHHU, 10 OMUCYIOTh CUCTEMY.

3.2 Po3B’si3aHHSA 3a/ja4 NPY>KHOCTI

Po3rnsitHeMo [leKiJibka MOZENbHUX 3afiad JIIHIMHOTO Ta HEeJiHIMHOTO 3THUHY
KpyI/IMX TulacTUH Ta 0Oanok. IToOyayemo HabmkeHuit po3B’s30k 3acobamu PINN
MepesX Ta MOPIBHAEMO OTPUMaHI pe3y/bTaTé 3 TOUHUM PO3B’SI3KOM.

[Ipuknag 3.2.1. 3ruH Kpymiol IUIACTUHUW 3 3allleM/IeHWM KOHTYDPOM.

HudepeHiiianbHe piBHIHHS MPoruHy w(r) [95]:
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d*w 2 d3w 1 d?w 1 dw

q
dr4 + rdr3  r2 dr? + r3 dr D’

Jle ¢ — 3HaueHHs PO3IO/Ii/IEHOr0 IoNepeyHoro HaBaHTa)KeHHs; [D — LWIiHApUYHA
JKOPCTKiCTh MJIACTUHU; T — MMPOCTOPOBA KOOP/IUHATA B TOJISIPHIM CUCTeMi KOOP/IUHAT.

['paHuuHi yMOBU MatOTh BUI/IsiA [95]:

—=(@) = 0,22(0) = 0,w(a) = 0,
Jie @ — pajilyc KpyIviol IyIaCTUHU.

Po3rnisiHeMO TONepeyHuit 3rMH  KPYIVIOL OZHOLIApPOBOI IUIACTUHU 3 TaKUMU
rnapaMeTpaMH: TOBIIMHA IacThH b = 18 - 1072 M, pagiyc a = 0.4 M, MOAy/Ib 3CyBY Ta
koedirient IlyaccoHa marepiany — G = 2.77-10" MIla ta v = 0.3 BignosigHo,
po3rnojineHe HaBaHTaKeHHA ¢ = (0.5 MIla. Pe3ynbrat IOpiBHAHHA OTPUMAaHOIO

HeHpOMePEeXXeBOro po3B’si3Ky 3 TouHUM [95, 96] HaBeeHO Ha pucyHKy 3.1 [86].

—— To4YHWIA po3B'asok
— HaBnuxeHunit poss'asok

500p

400p

300p

200p

3HaqeHHs dyHKUii

100p

0 \\\_

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Toukwn konokauii

PucyHok 3.1 — 3aiijem/ieHHsI KpYT/IOi M/IaCTUHU: TOUYHHM Ta HaO/MKeHH

HEUPOMepeXXeBUM PO3B’SI3KU

TouHy Ta HabmwkeHy GYHKI[iF0 IPOTMHY Ha BCili 00/1aCTi T/IaCTUHU 300paykeHo

Ha PUCYHKY 3.2
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PucyHok 3.2 — TouHa Ta HabmxeHa (yHKIIisi IPOTWHY Ha BCii 06/1acTi 3aiemieHol

IJIaCTUHHA

[Ipuknag 3.2.2. 3rdH KpyIviol IUIACTUHWA 3 IIAPHIPHO OMNEPTUM KOHTYDOM.

HudepentjianbHe piBHSIHHS CITiBMaa€ 3 PiBHIHHAM NpUKaaay 3.2.1, a rpaHUuHI yMOBU:

ne v

w(a) =0,

d?w  vdw
—D|—5+—F )] =
(dr2 + r dr) 0,

— koeditjienT IlyaccoHa.

[TapameTpy 1uiaCTMHY CHiBNajarTh 3 npukiaazoM 3.2.1. Ha pucyHky 3.3

HaBe/IeHO pe3y/IbTaTy 00UKCIIOBaIbHUX eKCTieprMeHTiB [86].

3HaueHHs pyHKUiT

—— TouHWii po3s'azok

0.004 — HabnukeHnit poss'ssok
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PucyHok 3.3 — BisibHe onvipaHHst KPYT/IOi TUIACTUHU: TOYHWIN Ta HaOMKeHWI

HeMpoMepeXXKeBUM PO3B’SI3KU
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TouHy Ta Hab/MKeHy (QYHKI[ifO TTPOTWHY Ha BCili 00/1acTi TwiacTUHU 300pa>keHo
Ha PUCYHKY 3.4. BigHOCHa MomMuiIKa OTPUMaHMX HaOMMPKeHWX pO3B’SA3KiB B 3afjauax

3rMHY KPYIVIOi MJIaCTUHU CTaHOBUTH 10 2%.

0.0040
0.0035 0.004
- 0.0030
L 0.003
L 0.0025
L 0.0020
L 0.002
L 0.0015
0.0010 0.001
0.0005
0.0000 0.000

PucyHok 3.4 — TouHa Ta HabmmkeHa (yHKIIisi IPOTUHY Ha BCik 06acTi BTbHO

OI1epTol IVIAaCTUHU

Crip 3a3HaunTH, Jeski ocoomiBocti PINN Mepexk a/is po3B’si3aHHS 3a7jau 3THHY
TJIACTHH Y MIOPIBHSAHHI, HANIPpUK/az, 3 MeToAoM ['ajibopKiHa.

30Kpema, MepeBarold HENWPOMEDPEXXEeBUX METO[IiB € IX YHiBepCalbHICTh Ta
THYyYKicTh. BOHU MOXYTh 3aCTOCOBYBaTHCSl [0 IIIMPOKOTO CrieKTpa 3ajau 6e3 3HaYHOI
Mogu(ikallii, iHTerpytouM pi3Hi TUIM IPAHUUHMX YMOB i (Pi3MUHKX 3aKOHIB. TpajuLiliHi
METOZU, Taki K MeTof BbybHoBa-I'asbopkiHa, moTpeOyrOTh BUOOPY ampOKCHUMALiiHUX
(dyHKIIiM i MOXKYTb BUMaraTv py4HoOro HajallTyBaHHS Jjisi KOYKHOI HOBOI 3a/1aui.

IMpukmag 3.2.3. 3ruH 06ankyd 3 3akpilvieHWMH KiHIMH. [IudepeHiiiaibHe
piBHSIHHS Mae Bur/sig, [97]:

d*w q

dzt  ET

Jle ¢ — 3HAaUeHHsI PO3MO/i/IeHOr0 TIONepeyHoro HaBaHTakeHHs; [v — mogens FOHra; I —

MOMEHT iHep1ii 6anku.
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I'paHnyHi ymoBu:

ne L — noB)KyHa 0asKu.

Pe3ynwratu oburicieHs HaBeleHO B Tabsuili 3.1. Po3misgHyTO 3a/auy 3ruHy Oanku
3 KPYrOBUM TIiepepi3oM 3 TaKUMM I[lapameTpaMu: AOBXUHA L = 2 M, pO3Mo/jisieHe
ToriepeyHe HaBaHTakeHHs ¢ = 1 MIIa, Mogysb 3cyBy G = 2.77 - 10* MIla, koedirienT

[Tyaccona v = 0.3, miametp d = 0.5 M [86].

Tabmuts 3.1 — 3rud 6anku. [TopiBHSAHHS 3HaUeHb TOUHOTO Ta HAOMKEHOTO PO3B’ 3Ky

Touka Kookariil TouHul po3B’ 130K HelpomepexeBrit
PO3B’S130K
0 0 0
0.2 1.4396-10™ 1.1106-10
0.4 4.5498-10™ 4.2581-10™
0.6 7.8378:10* 7.6258:10
0.8 10.237-10™ 10.133-10™
1 11.108-10* 11.127-10*

SIK MoykHa Mo6aunTH, TOXMOKa MaKCMMaAbHOTO TIPOTUHY CTaHOBUTH MeHIle 1%.
[Mpuknag 3.2.4. 3ruH 0ankv 3 OAHWM 3aKpillJIeHMM KiHIIEM i OJHUM BiJIbHUM
KiHiem [96].

['paHnuHiI YMOBU MarOTh BUIVISA/:

dw

w(0) =0, T

(0) = 0.

3rigHo 3 pe3ynbTaTaMu OOUMC/IeHb, HaBeJeHUMH BHIIE BiJHOCHA TIOMHUJIKA IS

i€l 3aaui He nepeBuilye 1%.
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IMpuknax 3.2.5. 3ruH OanKd 3 OJHUM 3aKpiIlUIEHUM KiHIIEM B TeOMEeTPUUHO
HeJliHiWHIN nocTtaHoBLi [98]. HeniHiliHe gudepeHiiianbHe piBHAHHS B JaHOMY BUIAJKY

HabyBae BUI/ISIAY

Pw  M(x) " dw
dz?  EI

Po3rnisijaeThCsl 3afiada 3rvHy 0ankyd 3 KOLIEHTPOBAaHMM HaBaHTa)KeHHSIM Ha
BUILHOMY KiHI[i 3 TakKWMM [apamMeTpaMu: [JOBKMHa L =1 M, KOHL|eHTpOBaHe
HaBaHTaXeHHs1 ¢ = 30 H, moayns FOnra £ = 70 I'Tla, AiameTp KpyroBoro repepisy
d = 10 mm. Pe3ysbTatyl MOPiBHSHHS JTiHIMHOTO Ta HeJTIHIMHOTO BUMA/KiB HaBeleHO Ha

pucyHky 3.5 [86].

0.3 — NiHiiHKI po3B'Asok
~— HeniHiilHuit po3s'ssok

3HauveHHs dyHKUIT
o
o
G

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Toukn konokauii

PucyHok 3.5 — ['eoMeTpUuHO HesTiHiWHUM 3rUH Oanku

MakcumasnbHUM TIPOTHMH B HefliHiliHOMYy BUMaZkKy Ha 6.6 % 6inblie ninHitiHOTO
BUIIA/IKY, 1110 BiJTIOBiZia€ pe3ysbTaTam [98].

[Mpuknaz 3.2.6. 3ruH Gasku Ha (i3WUHO HeiHiNHINWHIKN OCHOBI. Po3rnsmaeTbcs
3aflaya  3ruHy OajsKM Ha HeNmiHIWHO-TIpY)KHiN ocHOBi Binknepa mix giero
KOHLIEHTPOBAaHOTO HaBaHTa)KeHHs B LeHTpi. HesiHiliHe audepeHiiiaibHe pPiBHSHHS

HaBeZieHO B poboTi [99]:
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ne z — 0e3po3MipHa MPOCTOpOBa KOOpAWHATA; (4 — KoeiI[ieHT HemiHiHOCTI 0CHOBHU
Binknepa; k — koedillieHT HaBaHTa>KeHHS.

DYHKIIis HABAHTA)KeHHSI BU3HAYA€EThCS uepe3 JenbTa GyHKIito [ipaka:

ne P — 06e3po3MipHe 3HaueHHS KOHLIEHTPOBAHOIO HABaHT&KEHHS; (@ — TOYKa
TIPUKJ/Ia/IeHHS] KOHL[EHTPOBAHOI'O0 HaBaHTAXKeHHS.

['paHnyHi yMOBHU:

ne 3 — 6e3po3MipHa IOBKHHA Oa/KH.

Po3rissHeMO 3aady 3rMHY 3 TakKMMK TapaMeTpaMu: JoBXuHa Oanku [ = 5,
xoe(illieHT HeniHiliHOCTI 1 = 6, pakTOp HaBaHTaxkeHHs P/k = 0.5 [86]. Pesynsraru
o0urcieHb HaBeZIeHO Ha PUCYHKY 3.6, 1110 BiAnoBizae pobori [99].

OTxe, pO3B’sI3aHHS JIIHIMHUX Ta HeMiHIMHUX 3a/]au MPY>KHOCTi O6a/I0K Ta TIaCTUH
3acobamu PINN mepex € pgocuth edekTuBHUM. OfHa HelipoMepeka MoOxe
3aCTOCOBYBAaTHCh TIPY TIPOTHO3YBaHHI TepeMmillleHb AJsi Pi3HUX 00’€KTiB 3 pi3HUMU

I'PAHUYHHUMH YMOBdMH.

0.5
04
0.3

0.2

3Ha4YeHHNA DYHKLIT

0.1

TouKM Konokavi

Pucynok 3.6 — 3ruH 6anKy Ha HefiHilHIN 0CHOBI
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Taka yHiBepca/lbHICTb TIPU3BOAWUTHL [0 JIETKOCTI MpOrpamMHoOi peasisanii

BIZITIOBITHUX METO/IB.

3.3 Po3B’si3aHHs NPAMHUX Ta 00epHeHHX 3ajau

Po3B’s13aHHsI oOepHeHMX 3ajiau s AudepeHIlia/lbHUX pPiBHSIHb Ma€ BeJUKe
TpaKTUYHEe 3HaueHHs 3 KiJIbKOX TPUUYMH. Y PIi3HUX rajy3six HayKyd Ta iHxeHepii Lii
3a/laui [103BO/ISIFOTh OTPUMYBATU Ba)kK/IMBY iH(MOpPMallit0 TTPO CUCTEMHU, 5IKi OMHCYIOTbCS
Av(epeHLiaTbHUMU PiBHSIHHIMMU.

OO0epHeHi 3a/aui 03BOJISIIOTH BiHOB/IIOBAaTH HEBiZOMi IapamMeTpH CHCTeM, sIKi
Ba)XKO ab0 HEMOKIMBO BUMIpSTH Oe3srocepefHbo. Hampuknaz, y 3afjauax MexaHiKd
MO)XHa BU3HA4YaTU MapamMeTpy KOHCTPYKLIM, SIKi 3a/I0BOJIbHSOTh TEBHUM BUMIDSHUM
abo CIpOEKTOBaHMM 3HaueHHSIM HarpyKeHo-Ae(OopMOBaHOTO CTaHy.

B Toit ke yac, Ay KasiOpyBaHHS Ta BastiJjalfii Mojesel, siKi OnmUcCyoTh (i3uuHi
abo imKeHepHi Tporjecy, HeOOXiZHO X Ha/AIITOBYBaTH Ha OCHOBiI peanbHUX [aHUX.
OOepHeHi 3afiaui  J03BOMISIIOTH TIPOBOAMTH Ifi  Ka/iOpyBaHHs, 1110 IIiBUIIY€E
JIOCTOBIPHICTb i TOYHICTb MOZEJIEN.

Ilnst po3B’si3aHHsA 00epHeHMX 3aJlau i3 BUKOPUCTAHHSIM K/IACHUYHMX ITi[XO/IiB
MOKYTh BUKOPUCTOBYBATHCH $K aHaJITUYHI, TaK 1 4YMuCe/ibHI MeTOAU. AHaliTUuYHI
MeTO/Y, 3a3BMYal, BUMAaralTh CK/IaJJHUX MaTeMaTUUYHUX IepPeTBOPEHb i He 3aBXAu
JAl0Th 3MOTY OTPUMAaTH PO3B’S130K y IBHOMY BUT/IsAI. UncenbHi MeToH, 3 iHIIOTO 6OKY,
MOJKYTb BUMaraty 3HaUHUX PeCypCiB JJisI JOCATHEeHHS 301KHOCTI.

HeliponHi Mepexi 3 (i3nuHOlO iH(OpMaI[i€l0 TaKo)K BUKOPHUCTOBYIOTbCS ISl
pO3B’si3aHHS 00epHeHMX 3a/1a4u [84]. B iboMy BUIaAKy, B MapaMeTpy HePOHHOI Mepexi
BBOJSATBCS HeBifoMi KoedillieHTH AudepeHLlialbHOTO PIiBHSHHSA, $Ki MiAJIraroTh
BH3HAUeHHIO B 00epHeHili moctaHoBLi. OTyKe, Tif Yac TOMIYKYy pPO3B’SI3KYy, SKWM
33/IOBiJIbHSIE KpaMOBiM 3aJlaui Ha/JalITOBYHOTbCS He TiIbKM Bark Mepexi, a TaKoX

koe(illieHTH, sKi HeoOXifHO BW3HAUMTU 3a yMoBaMu obOepHeHoi 3azaui. BximHumu
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JAHUMU 711 PO3B’si3aHHSI 00epHeHOI 3a/laui HelipoMepeXkeBUMH MeTOJjaMU € PO3B’sI30K
npsaMoi  3ajiaui, KUK OTPUMaHO OyAb-IKUM HaO/MKeHUM ab0 TOYHHUM METO/[OM.
30KpeMa, MOX/IMBUM TifxomoM Moxe Oyt 3actocyBaHHsi PINN wmepex s
PO3B’sI3aHHA CIIOYATKy MpPsAMOI 3aZiadi, a MOTiM BUKOPHUCTaHHSI OTPUMAHOI0 PO3B’SI3KY Y
AKOCTi laHUX y oOepHeHili 3a/aui [84].

Metoguka PINNs wMoxe OyTM Jerko afjantoBaHa [jiss Pi3HUX THIIB
nudepeHLliabHUX piBHAHb Ta O0OepHeHWX 3a/ad, 1[0 poOWUTH Lieli MeTof MAy»Ke
yHiBepCa/IbHUM i 3aCTOCOBHUM /IO LIIUPOKOTO CIIeKTpa Mpob/ieM y pi3HUX raiy3six HayKu
Ta TeXHIKHU.

Otxe, meton, PINNs € MOTy)KHMM iHCTPYMEHTOM /i1 PO3B’si3aHHS 0OepHeHUX
3a/1a4, ZI03BOJISAIOUM e()eKTMBHO BU3HA4YaTU Koe(illieHTH udepeHLiaJbHAX PIBHSIHb 3
ypaxyBaHHSM BXiZJHUX [aHUX. 3aB/sKU TMOEJHAHHIO HEMPOHHUX MepeX Ta (PisuuHuX
3aKOHiB, 11eii MeTo/ 3a0e3neuye TOuHi Ta cTabinbHI pe3y/ibTaTH, HaBiTh I CK/IaJHUX i
HeJIiHIMHMUX 3a/1ay.

PosrnissHeMo HelipoMepexi 3 (i3nuHO0 iH(poOpMalli€ro Ajsi po3B’si3aHHST TIPSIMUX

Ta 06epHeHUX 3ajiau piBHsIHHA Broprepca [100, 103]:

ou ou_ 0
ot Yor "oz

ne: u(t,r) — QyHKI[is, [0 OMUCYE IIBUAKICTH MOTOKY (HampHK/Ia, IIBUIKICTb PyXy
pimmHaM abo rasy) y 3a/eXHOCTi Bif uacy t i koopauHatH x; v — Koe@il[ieHT
KiHEMaTUuyHOI B’SI3KOCTi Cepe/lOBHILa, SIKUM BH3HAYa€ BHYTPILLIHE TepTS B PiJMHI uu
rasi.

PiBHsiHHs bBroprepca € ogHuM 3 (yHJaMeHTaJbHUX HeJiHIMHUX pIiBHSHb Y
MaTeMaTHUyHil ¢i3ulli, sike omucye pyx HeifeanbHOI pifuHU abo rasy 3 ypaxyBaHHSIM
edekriB audysii i kouBekwii [103]. TTomMpeHM € BUKOPUCTaHHS CaMe 1[bOTO PiBHSIHHS
J/Is1 TeCTyBaHHSI HaOMKeHUX OOUMCTIOBAaTbHUX METO/[iB, OCKITbKUA € BiJOMUMM TOUHi

PO3B’sI3KU /1J1s1 Pi3HUX TTIOUAaTKOBUX Ta T'PaHUUYHUX YMOB [103].
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Iami HaBOAATHCS TIPUK/IAAM PO3B’sI3aHHS MPSIMHUX Ta 00epHEHUX 3a7au PiBHAHHS
broprepca metomom PINN Mepexx ajisi 1T’ AT KpalOBUX YMOB. BUKOHY€TBCS TTOPiBHSHHS
3 BiJIMIOBIJHUMU TOUHUMH PO3B’SI3KaMU, BiZJOMUMHU 3 JIiTepaTypH.

IMpuknag 3.3.1. O6nacte BusHaueHHs x € [0,1], v = 0.01. I'paHuuHi ymOBH

u(0,t) = u(1,t) = 0. IlouatkoBa ymoBa:

w(w, 1) = ————t > Ltg = e
14+ ,/-ew
Tounui po3B’s130k Mae Burisaz [100]:
1 x
u(z,t) = - -t > 1
tq + ./ Lted

0.0 0.2 0.4 0.6 0.8 10 0.0 0.2 0.4 0.6 0.8 10
X X

a) 6)

PucyHok 3.7 — Tounwii (a) Ta HabmkeHuid (6) po3B’si3ky npukagy 3.3.1

SIK MeTpUKy CXOXKOCTi TOYHMX Ta IIPOTHO30BaHWX 3HaueHb (QYHKL wu(t,x)
BUKOpUCTAaEMO koeoirjieHT aerepminaryii R [104]. 3Hauennst R? = 1 o3Hauae, 1m0 BCi
CIIOCTepe)KeHHsI TOUHOT'O PO3B’SI3KY CITIiBIIaJar0Th 3 IIPOrHO30BaHWMU 3HaueHHSIMU. [1is

naHoro npuknazy R? = 0.996.
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ObepHeHy 3afiauy BH3HaueHHs1 KoedillieHTa KiHeMaTWUuHOi B’SI3KOCTI v SIK
rnapaMeTrpa  HeWpoMepeXi  Vpinn,  PO3B’A3aHO 3 BIJIHOCHOIO — MOXUOKORO

W= vyinnl 000 = 0.15%

v

Po3mofii TOYHOro Ta HAOMMYKeHOTO PO3B’SI3Ky 300pa)keHO Ha PUCYHKY 3.8.
Mo>kHa mo0aumnTH, 110 B JJaHOMY BHUIIAZIKy TOUHiCTb 1mobymoBaHoi PINN Helipomepexi €
BUCOKOK. BHKOpHCTOBYyBasiachb pIiBHOMIpHA CiTKa TOYOK KOJIOKALll [/ HaBYaHHS
Mepexi i3 Kpokom 0.01 3a KOOpAMHATOIO Ta YaCOM.

Crifi 3a3HauMTH, L0 JaHa TOYHICTb pe3y/IbTaTiB [JOCAra€TbCs MPU BiJJHOCHO
HEBUCOKIM KIJIBKOCTI iTepaljii HaBYaHHSA HEWPOHHOI Mepexi. Y TIOpiBHAHHI 3
KJIaCUYHMMM UYKUCETbHUMH MeTOZAaMUW Ha OCHOBI HEB’S30K, HalpUK/aZ, MeTOAOM
Kosokailii abo I"abopKiHa, Py BUKOPHCTaHHI HeHpoMepeKeBoro ITixoqy He TToTpiOHO

BU3HAuUaTH NPOOHi ByHKIIi.

ToYHi 3Ha4YeHHA yHKUIT u(x, t) IgporHoaoBaHi 3Ha4YeHHA yHKUIT u(x, t)

0.35 a 0.35
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a) 0)

PucyHok 3.8 — Tounuii (a) Ta HabmkeHui (6) po3B’s13ku TipuKaaay 3.3.1

Po3nozii 3HaueHb KBaZ[paTUUHOI TMOMWJIKM TIPOTHO3Y 3a 00/1acTi0 BU3HAueHHS

(byHKLiT € Ba>K/TMBUM [MTapaMeTpOM /iJisi BUOOPY ONMTUMabHOrO Habopy TOYOK KOJIOKALIii.
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30KpeMa, Ha TMpaKTULli MOKYTb BUKOPMCTOBYBaTUCh aZlaliTUBHI MeToy BUOOPY TOYOK,
Ha SIKUX HaBYa€ThCsl HelipomMepexka [56].

3HaueHHsI TOMUJIKY Ha BCikl 06/1acTi BU3HauUeHHs HeBifloMol yHKIIii HaBeleHO Ha
PUCYHKY 3.9.

Po3nozii moMuikKu Ha 0067acTi BU3HAUeHHsI € BaXKJIMBOK XapaKTePUCTUKOHO
HelipoMepekeBUX 00UMCTIOBa/IbHUX MeToZiB. OCKiNbkKM 11i 3HaueHHs Ge3rnocepeaHbO
MOJKYTb BIUIUBAaTU Ha MeTO[, BUOOPY TOUOK /IJisi HaBUAHHSI HelpoMepeKeBUX MOjesei.
OpuH i3 criocobiB TokpaltjeHHs 30iKHOCTI € aflanTUBHUI BHOIp TOUOK KOJIOKAIllii, sKi
BUKODUCTOBYIOTbCSI TIpM  HaBuaHHi [56]. Harpuknaz, ajanTHBHI — aJropuTMu
nepen0auar0Th Oib I[iTBHY BHOIPKY TOUOK HaBUaHHA B 00/1acTAX 3 BEJIMKUMU

3HAYeHHAMMU ITOMUJIKHA.

- 0.00030
- 0.00025
- 0.00020
- 0.00015
- 0.00010

- 0.00005

- 0.00000

Mo~ A0 NN O Mo s~
WM~ D S AA M N
HeAA A A A~

Pucynok 3.9 — Po3rozin momMuiku rporso3yBaHHs npuknagy 3.3.1

IMpuksnaz 3.3.2. O6sacTh BU3HAUEHHS], IOUATKOBi Ta TpaHUUHI YMOBH TakKi X K y
npukaazi 3.3.1, BigpisHseTbcs TiTbKU KoeditjienT v = 0.005.
Ha pucynky 3.10 306pakeHO TOUHi Ta HaO/MM>KeHi po3B’SI3KM /I Pi3HUX 3HAUeHb

yacy t [84].
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0.4

0.3

0.1

0.0 0.2 0.4

6)

PucyHok 3.10 — Tounwuii (a) Ta HabmkeHuit (6) po3B’si3ku MpuKIaay 3.3.2

KoeditieHT pgeTepmiHaljii TOYHOro Ta HAOMMKEHOTO PO3B’SI3Ky CTAaHOBUTH

R? =0.994 . BigHocHa 1moxuOKa BH3HAYeHHs kKoeiljieHTa KiHeMaTU4YHOI B’S3KOCTi v

ctaHoBuTb 0.11%.

Po3mozisi ToUHOTO Ta Hab/MKeHOTo PO3B’ 3Ky 300pakeHO Ha pUCYHKY 3.11.

ToYHi 3Ha4YeHHA hyHKUIT u(x, t)
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PucyHok 3.11 — Tounwuii (a) Ta HabmvkeHui (6) po3B’si3ku TipUkay 3.3.2
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Cnim  Big3HAUMTH, 10 BHCOKA TOUHICTh TOOYJOBAaHUX HEMpPOMepeKeBUX
PO3B’sI3KiB 3a0e3reuyeThCsl BiTHOCHO TpocTor0 apxiTekTyporo PINN mepexx. 30kpema,
Oy/10 BUKOPUCTAHO TPUILLIAPOBY MoZesib 3 ontuMizatopamu Adam Ta LBFGS, dyHKIi€er0
BTpaT — CepeAHs KBaJpaThuHa [IOMUW/IKA. BUKOpPUCTOBYBa/sioCh [BI TUCAYL erlox
HaBYyaHHs. Helpomepeka Takoi CTPYKTYpM MOKe e(eKTMBHO HaBYaTHCh HaBIThb Yy
CUCTeMax TUIBKM 3 L[eHTPaJbHUM MpoLecopoM. BUKopuCTaHHS rpadiyHUX IpoLiecopiB
CYyTTEBO 3MEHIIIYy€ 4Yac TpeHyBaHHs Mepexi. TecTyBaHHS po3po0OsieHOi Mogperti
BiZi0yBasioch Ha BUMAJKOBOMY PO3TMOALII TOYOK KO/IOKallil, abo Ha piBHOMIpHii CiTii,
asie 3 iHIIMM KPOKOM, HiXK TP TPeHYBaHHi.

3HaueHHs TIOMMW/IKM Ha BCiii 00/1acTi BU3HaUeHHs HeBijoMOi (PyHKIIiT HaBeZileHO Ha

pUCYHKy 3.12.

- 0.0035
- 0.0030
- 0.0025
- 0.0020
- 0.0015
- 0.0010

- 0.0005

PucyHok 3.12 — Po3mnozis nOMUIKU IPOTHO3YBaHH INpUKiIagy 3.3.2

IMpukmag 3.3.3. Koedimient B’s3kocti v = 0.0015. OO6sacth BU3HAYEHHS,
TI0YaTKOBI Ta TPaHWUYHI YMOBHM TakKli X sK y nipukaazi 3.3.1.

Ha pucysky 3.13 306pakeH0 TouHi Ta Hab/mKeHi po3B’si3ku [84].
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PucyHok 3.13 — Tounwuii (a) Ta HabmkeHu# (6) po3B’si3ku npukaaay 3.3.3

KoediltlieHT geTepmiHallii TOYHOrO Ta HaAOMMKEHOTO PO3B’SA3KYy CTaHOBHUTh

R?* = 0.991 . BigHocHa noxubka BH3HauyeHHs Koedil[ieHTa KiHeMaTW4HOI B’I3KOCTi v

CcTaHOBUTH 2.18%.
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Po3rmo/1is1 TouHoro Ta Hab/MKeHoro po3B’si3Ky 300pakeHO Ha PUCYHKY 3.14.

TOYHI 3HaYeHHSA hyHKLUIT u(x, t)
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I_lI)DOI'HOBOBaHi 3HaYeHHsA QyHKLUIT u(x, t)

38

76
114
152
190
228
266
304
342
380
418
456
494
532
570
608
646
684
722
760
798
836
874
912
950
988

0.4

-0.3

- 0.2

0.1

0.0

6)

PucyHok 3.14 — Tounwuii (a) Ta HabmkeHu# (6) po3B’si3ku npuKaaay 3.3.3
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HaBenmeni po3p’s3ku  nipukiaaiB  3.3.1-3.3.3 gna  piBHgAHHS ~ Broprepca
Bi/Ipi3HSIOTHCSI BUK/IIOUHO KoedillieHToM v B Aiana3oHi Bifg v = 0.0015 go v = 0.01. fxk
Oyze TIPOIEMOHCTPOBAHO B mMizpo3aiai 3.4, 3HaueHHs1 Koe(illieHTiB AudepeHIiaTbHIX
piBHSIHb broprepca MoXyTb BruiMBatd Ha TOYHICTH PINN Mepex. 3 oTpuMaHuxX
pe3y/ibTaTiB MOXXKHa 3pOOUTH BUCHOBOK, 1110 HEMpOMepeXXeBUM PO3B’SI30K 3a/UIIA€THCS
TOYHUM TIPU MaJIMX 3HAUEHHSAX KOe(il[ieHTy KiHeMaTWUuHOI B’SI3KOCTi, 110 B LIIJIOMY
BigmoBizae pe3ynbraramu pobotu [108] s iHIMX TUMIB piBHSHB. 3rigHo 3 [108]
koedillieHTH audepeHIliabHUX DPiBHSHb 3HAUHO BIUIMBAIOTH Ha 301KHICTH Mogeneid
PINN. fkio BoHM 3aHaATO BesvKi abo CK/afiHi, MOZie/lb MOXKe He 3yMIiTH HaBUUTHCS

a/IeKBaTHO BimoOpakaTy (hi3uyuHi sIBUIIA, 1[0 MPU3BOUTH ZI0 BEJIUKUX TTOMHIIOK.

38

114
152
190
228
266
304

- 0.004

380
418
456
= 494
532
570
608
646
684
722
760
798
836
874
912
950
288

- 0.003

- 0.002

- 0.001

- 0.000

PucyHok 3.15 — Po3mozis noMuIKu nporHo3yBaHHs pukiany 3.3.3

[ToMunky y TOukax oOacTi BH3HAUeHHs HeBijoMoi GYHKIII HaBeJeHO Ha
PUCYHKY 3.15.
IMpuknag 3.3.4. O6nacte BusHaueHHs x € [0, 1.2], v = 0.005. I'paHnuHi yMOBH

u(0,t) = u(1.2,t) = 0. ITouaTtkoBa ymoBa [84]:
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0.4

0.3

0.1

0.0

PucyHok 3.16 — Tounwutii (a) Ta HabmkeHuti (6) po3B’si3ku npukaay 3.3.4

UCVHKY 3. HO TOUHI Ta HAaO/MKeHi B’I3KU PIBHAHHSA r )
Ha puc 3.16 300pakeHo TO a HaO. eHi po3B’s3 Broprepca

Po3mnogimu po3B’si3iB 300paXkeHO Ha pUCYHKY 3.17.

TOYHI 3Ha4YeHHAa yHKUIT u(x, t) MporHo3oBaHi 3Ha4YeHHA yHKUIT u(x, t)

0 0

5 0.40 5 0.40
10 10

15 15

20 0.35 20 0.35
25 25

30 30

35 -0.30 35 -0.30
40 40

45 | 45 |

50 0.25 50 0.25
55 55

60 | x 60 B

o 0.20 o 0.20
70 70

75 B 75 B

o 0.15 o 0.15
85 85

90 0.10 90 0.10
95 95
100 100
105 0.05 105 0.05
110 110
115 115
120 0.00 120 0.00

Or-g-—cmmmmmmohq“ﬂmmmmmmohd-a Onx.—qmmmmmmohn“ﬂmmmmmmohqﬂ-«
I m i inial = I e L N N N N G RUTG] I i inial s e i i N T N N Nis] [ NG
t t
a) 6)

Pucynok 3.17 — Tounwutii (a) Ta HabmkeHuii (6) po3s’si3ku npuKIaay 3.3.4
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- 0.0004

- 0.0003

- 0.0002

- 0.0001

- 0.0000

272
289
306
323
340
357
374
391

hﬁq.—cmln MW Mo~ oW
HAMANOO oMM~ ES NMn
e e E =T NV E |

t

PucyHok 3.18 — Po3nozis noMuIKu nporHo3yBaHHs npukiagy 3.3.4

3HaueHHs KBa/[paTUYHOI TIOMU/IKK 300pa>keHO Ha PUCYHKY 3.18.

KoeditlieHT geTepmiHarjii TOYHOrO Ta HAOMMKEHOTO PO3B’SA3KYy CTaHOBHUTh
R? = 0.997 . BigHocHa ToxuOKa BH3HaueHHsS Koe(illieHTa KiHeMaTHUHOI B’S3KOCTi V
cranoButh 0.47%.

IMpuknag 3.3.5. O6nacte BusHaueHHs x € [0,2], v = 0.01. T'paHnuHi ymOBH

u(0,t) = u(2,t) =0 . IlouaTKoBa yMOBa:

sin(mz) + 4sin(27x)

0) =2 .
u(,0) i cos(mx) + 2 cos(2mx)

Tounwmii po3B’si30k [100, 103]:

sin(rz)e™™ ¥t 4 4sin(2rz)e 47 vt
4 + cos(mx)e~ ™Vt 4 2 cos(2mx)e ATVt

u(x,t) = 2vrw

Ha pucysky 3.19 306pakeHO TOUHi Ta Hab/mkeHi po3B’si3ku [84].



u(x,t)
o
o
S

—0.02

—0.04

—0.06

—0.08

PucyHok 3.19 — Tounwuii (a) Ta HabmkeHuit (6) po3B’si3ku npukaaay 3.3.5

80

KoedirieHT pgeTtepmiHaljii TOYHOro Ta HAOMMKEHOTO PO3B’SI3Ky CTAaHOBUTH

R? =0.993 . BigHocHa MOXHOKa BU3HAYEHHS koediljieHTa KiHeMaTU4YHOI B’S3KOCTi v

CTaHOBUTH 4.58%.

Po3mogisi TOUHOTo Ta Hab/MMKEHOTo pPO3B’s3Ky 300pakeHO Ha pUCYHKY 3.20.

Tou4HI 3HaYeHHA pyHKLUIT u(x, t) rtlijI'HOBOBaHi 3HavYeHHs yHKUii u(x, t)

200 I 200

PucyHok 3.20 — Tounuii (a) Ta HabmkeHuit (6) po3B’si3ku npukaagy 3.3.5
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KBagpaTtvuHy [OMU/IKY TIPOTHO3yBaHHSI PpO3B’A3Ky [/ Tipukiagy 3.3.5

300pakeHO Ha pUCYHKY 3.21.

I
=

PucyHok 3.21 — Po3mozis HOMU/IKY NPOrHO3yBaHHA TMpuKiany 3.3.5

B HaBegeHMX OOUYMC/IOBa/IbHUX €KCIepUMeHTax BHUKOpHCTOByBaiach PINN
Mepexka 3 TpbOx IIapiB (puc. 3.22) Ta 32-X HEWPOHIB B KOXKHOMY Iuapi. DyHKIIis

aKTHBALlil — TaHTeHC TirepOoiuyHUM.

(net): Sequential(
(@): Linear(in_features=2, out_features=32, bias=True)

(1): Tanh()

(2): Linear(in_features=32, out_features=32, bias=True)
(3): Tanh()

(

4): Linear(in_features=32, out_features=1, bias=True)
Pucynok 3.22 — Ctpykrypa PINN mMepesxi
BukopucToByBanuch Taki rinepmapameTpu. OnTumizatopy Adam (IIBUAKICTh

HaByaHHs 0.01) Ta LBFGS (wBuzkicte HaBuaHHsA 1.0), QyHKIi€t0 BTpar — cepenHs

KBa/|paTUyHa IIOMUJIKa. BUKOpHUCTOBYBAIOCh ABi TUCAYl eroxX HaBuaHHA. /111 HaBYUaHHS
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BCiX TIpUKJ/IAZiB BUKOPUCTOBYBa/slaCh pIBHOMIpHa cCiTKa TOYOK 3 KpokoM 0.01 3a
KOOPZMHATOK) Ta YaCOM.

Pero3uTopiii 3 TPOrpaMHOI0  peasti3aijielo  HaBelleHWX O0OUMCIFOBaTbHUX
eKCTIepUMeHTIB  3acobamu  6ibmiotekn PyTroch 3HaxomuTbcs 3a  TMOCHIAHHSM

https://github.com/avk256/AutoPINN.

3.4 BryiuB Koe@ili€eHTIB PiBHAHb HAa TOUHICTH PO3B’SA3KY

3 HaBe[leHWX Y TIOTIepeAHiX pO3/iMax TPUKIAAiB Ta aHasmidy myOsikaifii i3
3actocyBaHHsI MeTogy PINN mepesk 70 po3B’si3aHHSI KpallOBUX 3a7jau, MOKHA 3po0OUTH
BUCHOBOK PO BUCOKY TOUHICTb OTPUMAaHUX YUCEIBbHUX pO3B’A3KiB. Ilpu LiboMy, ciif
3a3HauMTH, 1110 3a/|0Bi/IbHI pe3ynbTaty Oy OTpHMMaHi TIpU PO3B’si3aHHI SK JiHIWHUX,
TaK i HeiHIMHMX 3aAau. OfHak, 3rigHo 3 [108] mpu MojentoBaHHI AesIKMX 3a/au
MaTemMaThuHOl (i3WKM i3 BeJMKMMU 3a Mogy/nem KkoegdiuieHtamu, PINN wmepexi
MIPOTHO3YIOTh 3HAUEeHHSI, sIKi CYyTTEBO BiJXW/ISIOTHCS BiJl TeCTOBUX po3B’si3kiB. B [108]
IIPOIIOHYETLCST METOJ, HaBUaHHA 3a [OIIOMOIOK perysspu3aliii HaBUa/JbHOIO II/1aHY,
SKUW Tiepefbavae TOCTYIIOBe YCK/IaJHeHHsSI 3aBAaHb ITiJj YaC TpPeHyBaHHS HeWpOHHOI
Mepexi. Criouatky MoJenb TPEHYETbCA Ha TMPOCTIMMX MpUKIafax (3 MeHIIUMHU
3HaueHHSIMHU Koe(illieHTiB), a TOTiM TIOCTYIIOBO TI€PeXOAWTh A0 Oi/bII CK/IaHUX
3aBaHb. lle no3BO/IIE MOpesti Kpallje y3arajJbHIOBaTH TOYKM JlaHMX Ta e(eKTHBHIille
HaBuatucsa. Y Bunaaky PINN, takuii migxim goromarae€ yHWUKHYTH 30iKHOCTI 70
JIOKa7bHUX MiHIMYMIB Ta TOKpAIIy€ 3arajbHy MPOJYKTUBHICTh MOZe/i, 0COO/IUBO TIpH
PO3B's3yBaHHI CK/IaJHUX (Di3UUHUX PiBHSIHb.

B 1upoMy miApo3zisni mociiiumMo BIUIMB KoedillieHTa KiHeMaTUUHOI B’S3KOCTi

cepezoBulla I PiBHAHHA Broprepca npuknazis migposzginy 3.3.


https://github.com/avk256/AutoPINN
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Moxnbka PINN Moxubka PINN
0.010

—e— [Moxubka npuknagis 3.1-3.3
—-m- Moxwbka npuknana 3.5

0.040 —e— MoxwbKka npuknana 3.4

0.035
0.008
0.030 +
0.025

0.006

0.020

MSE
MSE

0.004 4
0.015 4

0.010 4
0.002

0.005 +

0.000 & = L ' 0.000 +

T T T T T T T T T T T T T
0.02 0.04 0.06 0.08 0.10 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
nu nu

a) 0)

Pucynok 3.23 — Tounicte PINN i3 3pocTtaHHam v

Hnst 3agau 3.3.1-3.3.3 Ta 3.3.5 3HaueHHs1 Koe(illieHTa 3MiHIOETHCS B Jliana3oHi
Big 0.01 go 0.1 3 kpokom 0.01. Hns 3agaui 3.3.4 giamason v — Big 0.005 mo 0.365 3
kpokom 0.04. BigxumeHHs Bifi TOYHOrO PO3B’SI3Ky OOUMCITIOETHCS SIK  CepefHs
KBaZipaTUuHa T0XMOKAa TIPOTHO3yBaHHS. 3MiHY TOUHOCTI Mofeni i3 3pOCTaHHs
KoedirjieHTa v 300pakeHO Ha pUCYHKY 3.23.

Po3nozinv TouHoi Ta TmiporHo3oBaHOi (yHKII 3a 00/1acT0 BU3HAUeHHs B

3a/IeXXHOCTI Bif v Asist 3agau 3.3.1-3.3.3 300pakeHo Ha PUCYHKY 3.24.

ToYHI 3Ha4YeHHA QyHKLIT u(x, t)

[MporHosoBaHi 3Ha4YeHHA yHKUIT u(x, t)
0
0.25

0.25

0.20 0.20

-0.15 - 015

_0.10 -0.10

0.05 0.05

0.00 0.00
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TouHi 3Ha4YeHHA dyHKUIT u(x, t)

répOI'HOEOBaHi 3Ha4YeHHA dyHKLUIT u(x, t)

0.25 0.25

0.20 0.20

- 0.15 -0.15

- 0.10 -0.10

0.05 0.05

0.00 0.00

PricyHok 3.24 — Touni Ta HabmKeHi po3B’si3ku npukazis 3.3.1-3.3.3

B 3a/I€XKHOCTI BiJ| v

Pucynku 3.24 a), 6) 300paKyrOTh BiZITIOBiIHO TOUHMI Ta HaOMM>KeHUN PO3B’SI3KU
npu v = 0.1; B), T) — TOuHMI Ta HabmwkeHud po3B’s3ku Tipu v = 0.05. MoykHa
nobGaunTy, 10 i3 3pOCTaHHsAM KoedillieHTa KiHeMaTHMUHOI B’SI3KOCTi CepeJoBHIIA
MPO3HO30BaHa (PYHKIIisl BiIXWUISETbCS Biji TOUHOTO PO3B’SI3Ky He TiIbKU 3a MOAY/ISIMH
3HaueHb, ajie 1 3MiHIOEThCS 11 XapakTep (puc. 3.24 0).

Ananoriudo, Ha pucyHKax 3.25: a), 06) 300pakeHO BiJTIOBiAHO TOUYHWI Ta
HaO/mKeHU po3B’si3ku nipu v = (.1; B), ') — TOUHMM Ta HaOMPKeHUM PO3B’SI3KU TIPU

v = 0.205 pyig npuknaay 3.3.4.

To4YHI 3HAYeHHA yHKUIT u(x, t)

rApOI'HOBOBaHi 3HaYeHHA dyHKUII u(x, t)

0.30 0.30

0.25 0.25

020 -0.20

-0.15
-0.15 *

-0.10
0.10
0.05
0.05
0.00

0.00
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Tou4Hi 3HavYeHHn dyHKUIT u(x, t) |;|p0I'HD3OBaHi 3HaveHHs dyHKUIT u(x, t)

0.25
0.20

-0.15 -0.15

-0.10 -0.10

0.05

0.00 000

PrcyHok 3.25 — Touni Ta HabmkeHi po3B’ 13Ky NpHK/aza 3.3.4 B 3a/I€>KHOCTI BiJl v

BrivB koediliieHTa B’S3KOCTiI y BUMAaAKy 3afaui 3.3.5 pPO3I/ISIHYTO Ha PUCYHKY
3.26. Tyt a), 6) 300pakyroTb BiATOBiHO TOUHMM Ta HaO/MMKeHWUN PO3B’S3KU TpHU
v = 0.1; B), ) — TouHui Ta HabmKeHWM po3B’si3ku 1pu v = 0.06 gy mpuknagy 3.3.5.

Xoua 3 pPUCYHKY 3.24 MOXHa T00auuTH, 10 TOXHWOKa TIJIaBHO 3pOCTaE€ TIpH
3pOCTaHHi v, CYyTTEBUM [jIsI aHa/i3y [iara3oHiB 3aCTOCYBaHb PO3PO0/IEHUX METOHIB €

MaKCHMaJlbHi 3HaueHHsI TIOMUJIOK Y PO3TIOAi/i 3a 06/1acTIO, 1110 AOC/iKYEThCS.

. TouHi 3HavYeHHA yHKUIT u(x, t) r(l)pDI'HOEOBaHI 3HaYeHHs yHKUIT u(x, t)

8 8

16 16

24 0.6 24 0.6
32 32

40 40

48 - 0.4 48 - 0.4
56 56

64 64

72 | 72 |
80 0.2 80 0.2
88 a8

- 0.0 = 104 -0.0

120 120
128 - 0.2 128
136 136

--0.2



86

To4YHi 3HavYeHHsA yHKUIT u(x, t) F!)porHoaoBaHi 3HaYeHHA pyHKUIT u(x, t)

0
8 8
16 - 0.4 16 - 0.4
24 24

32 32

40 40

56 - 56 -
64 0.2 1 0.2
72 72
80 80
88 88

x 132 -0.0 g 132 0.0
112 112

il
WK
o mo
el
W N
omo

144 - —0.2 144 -—0.2
152 152
160 160
168 168
176 176
184 - —0.4 184 -—0.4
192 192
200 200
Swowmon QUoNno oo Snownonog (=R =N =N =" =]
N CoR~RRd DG e K| PorRDOD DG

PricyHok 3.26 — Touni Ta HabvKeHi po3B’sI3Ku MpUK/aZAiB 3.3.5 B 3a/1e)KHOCTI Bif v/

Harmpuknaz, Ha pucyHKy 3.27 HaBe[eHO PO3II0/ LI MOMWJIOK A1 3agad 3.3.1-3.3.3

(a) Ta 3.3.5 (6) rpu 3HauenHi v = 0.1.

16
24
32
40

- 0.05

- 0.020

56 - 0.04

64
72
- 0.015 80

L - 0.03
* 104

112

- 0.010 120
128

136

144

152

- 0.005 160
168

176

184

192

- 0.000 200

- 0.02

- 0.01

PucyHok 3.27 — Po3rozin moMuiok B 061acTi BU3HaUeHHS

st 3agav 3.3.1-3.3.3 ta 3.3.5

OTxe, HaBeJeHI pe3y/JbTaTl € BaXXJIMBUMM [JjiI BHU3HAYEHHS [lialla30HYy

3aCTOCYBaHb HEMPOHHUX Mepex 3 (i3nuHOow iH(dOopMalli€lo 10 pO3B’si3aHHSI PiBHSHHS
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broprepca 3 HaBefleHUMY I'paHUUYHUMM yMOBaMU. Lle € akTya/slbHOO 3a/auero, OCKIJIbKU
n03BoJisie  3a0e3MeunTd TOUHICTh i CTabi/IbHICTH pO3B’A3KiB, a TakKOXK e(EeKTUBHO
BUKOPUCTOBYBATH OOUMC/TIOBA/IbHI PecypcH.

Kpim TOro, ciip 3a3HauuTy, IO B LbOMY MiAPO3JUI aHali3yBaJMCh UYMUCI0BA
cTabi/IbHICTh PO3B’SI3KYy MpU pi3HUX 3HAUeHHsSX KoedirjieHTa v 6e3 aHasmi3y (Gi3uuHOro
3MiCTy HaBe/leHUX 3HauyeHb.

OfHUM 3 MOKIMBHUX METOZIB TIO/[0JIaHHS Ifi€l MpobaemMu, OKpiM pO3I/ITHYTHX Y
[108], € mobyzmoBa Ginbill TIMOOKUX HEMpOMepeX, SIKi 37jaTHI MOZe/TIOBATH CKJIaHIIIT
He/iHIMHI narTepHU B JaHux. Ilpoliec MoOIIyKy ONTHMa/JbHOK CTPYKTYPU Mepexi B
JAHOMY BUIAJKy He € iHTYiTUBHMM i 1oTpebye BUKOPUCTAHHSI METO/iB aBTOMaTUUHOTO
TIOIITYKY OINTHMAabHUX TillepriapaMeTpiB, HAINPUKIIAJ, €BOIIOLIIMHUX aJTOpUTMiB abo

MEeTO/IiB IJIaHYBaHHS eKCIIepUMEeHTIB. PO3r/isily LUX TTiAX0AiB IPUCBSAUEHO PO3/i 4.

BucHOBKH /10 po3ainy 3

OTXe, B TPETHOMY PO3/IiJli pO3B’s13aHO PsiJ| TeCTOBHUX MO/Ie/TbHUX 3ajau 3acobamMu
HelipoMepex 3 (i3nuHOrO iHQopMaljiero. Bci oTprMaHi pe3ynbraTy MOPiBHIOKOTHCSA 3
HasiBHUMU B JIiTepaTypi, MOKa3aHo, 110 po3pobsieHi Mofesi MalTh BHCOKY TOYHICTb.
30KpeMa, pO3B’si3aHO JTiHiMHI Ta HesiHiIMHI 3a7jaui TIPy)KHOCTI 6a/soK Ta TIIACTUH.
Po3B’a3aH0 piBHsAHHA broprepca psisl pi3HMX IPaHUYHUX Ta [IOYAaTKOBUX YMOB, a TaKOX
AJ1s1 pi3HOTrOo Aiana3oHy KoedilieHTiB. IToka3aHo BIUIMB 3HaueHb KOe(illieHTiB piBHSIHHS
Broprepca Ha 30iKHICTb anpOKCUMYOUOi HEHPOHHOT MepeXxi.

OCHOBHiI HayKoOBi i TMpaKTUYHi pe3y/lbTaTH J[aHOTO PO3Ziny OMmyO/IiKoBaHO B

poborax [84, 86, 87, 90].



88

4 METOJU AKTUBI3AIIII IIOINIYKY OIITUMAJIbHIUX
I'ITIEPITAPAMETPIB MEPEXI

4.1 OnTuMi3alis rinepnapaMmeTrpiB 3aco6aMy reHeTUYHHUX a/ITOPUTMIB

3a3Buuaii, B PO3IMSHYTUX Yy po3finax 1-3 mnyOsmikarisix i3 3acTocyBaHHS
Heiipomepexx 3 ¢i3uuHO0 iHdopMalii€ro, Oisbllle yBarv TMPUALISETHCS AeTassiM
peani3anjii ajroOpUTMiB Ta UWCJIOBUM pesyjbTaTaM, OJHAaK, He [IOCUTb JOK/IaJgHO
PO3IVISIJAETbCH MUTAHHA ornTuMisalii rinepriapamerpis PINN wMepex, Harpuksaz,
KI/IbKOCTI 11apiB, TUM (PYHKLiT akTUBaLii i T.[.

[Onst  aBrOmMaTtu3allii TIOIIYKYy ONTUMalbHUX HEWPOHHUX MepeX, LIHUPOKO
BUKOPHUCTOBYIOThCSI €BOJTIOL[ifiHI aNrOpUTMHU, OTMcaHi y poboti [105].

PosmissHemMo fJani BUKOPUCTAaHHS T[eHEeTUYHOIO aJrOpUTMy JJIs OITUMIi3ariil

rirneprapamMeTpiB HEMPOMepEeXKi.

d
I[Tpuknaz 4.1. Po3B’spkeMo piBHSIHHS d—y = y(x)x + y(z)?,y(1) = L
T

TouHuii po3B’S30K B  cHeljia/ibHUX  QYHKIISIX Ma€ TaKAW  BUIVIS]

(https://cutt.ly/tZXpJHM):

2€x2/2

Y o amerfi(z/V2) + 2v2mer fi(1/v/2) + 2/€

ne er fi() — dyHKIis momuok I"ayca.
Nns  ortamizallii ~ rimeprapaMeTpiB  HEMPOHHOI  MepeXi B poOoTi
BUKOPHCTOBYETHCS KIACUUHUM reHeTUUHUM anroputm k. I. Tomnanga [105].
dopmasbHO MeTO/[ TEHeTUYHOTO TIOIITYKY MOKYTh OyTH OMMCaHi y BUT/ISI/I TaKol

dynkuii [85, 88]:

Gen = Gen(Py, N, L, f,Q, ¥, 6,T),


https://cutt.ly/tZXpJHM
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ne  Py=(HY HY, .. HY) — nouaTkoBa NOMy/slisi — MHOXWMHA pillleHb 3a/adi,
MOJlaHUX Yy BUIVISALI XpomocoMm; H ]Q = (h(l)j, hgj, ey h%j) — J-Ta XpOMOCOMa MOMYJISALIT
Py, Habip 3HaueHb TirnepriapamMeTpiB, TOAAHWUX Yy BUIVISZI TeHiB; h?j — {-WW TeH j-01
XpoMOocoMU momnysnslii Py — 3HaueHHs -0 ONTHMMI30BaHOTO TapaMeTpy 3ajadi, 10
BXOJUTh B j-Te pillleHHs; N — KUIbKICTb XPOMOCOM B momy/siii; L. — JOBXHUHA
XPOMOCOM, KilbKiCTb r'eHiB; f — 11inboBa GyHKIIist; {2 — oneparop Bizgbopy; W — omneparop
cxpelllyBaHHs; 6 — oriepatop myTaliii; 7' — KkpuTepii 3ynuHeHHs [85, 88].

B TepMiHax LIBOro MiAXOAY, XPOMOCOMA € 3aKO/J0OBaHWM BapiaHTOM HEMPOHHOI
MepeXXi TIeBHOI CTPYKTYypH, TOOTO TeHM XpPOMOCOMHU Bi/JTIOBifalOTh TI€BHUM
rirepriapaMeTpam Mepexi, K BKa3aHo JaJli:

1. Twun iniuianmizaropa szapa.

. Tum iHiniasizaTopa 3CyBy.
KinekicTh 1miapis.

KinbKicTh HEMPOHIB (0/JHAaKOBA [I/Is1 KOYKHOTO 11apy).

2

3

4

5. Twun onTuMmisaropa.
6. Po3Mip nakeTy HaBUaHHS.

7. Tun QyHKUil akTHBAaLjii.

8. IIBuAKiICTH HABUAHHS.

Bci reHy KoayroThCd LIMMM uvciaMu. Harpukiaz, reH IIBUAKOCTI HaBUaHHS
KOAY€ETHCS C/IOBHUKOM 3 Kitouamu Bim O go 4 Tta 3HauenHsmu 0.01, 0.001, 0.0001,
0.00001 BianmoBigHO. MiHiMa/ibHe 3HaUeHHS 11 KJIbKOCTI 1IapiB 2, MakcumasibHe — 10.
KinbKicTh HEMPOHIB B KO)KHOMY 111api OHaKOBa Ta MOe 3MiHrOBaTHCh Bif 1 mo 100.
Tun KpocoBepa — OAHOTOUKOBUW. THWI MyTaLlil — BUMaJKOBUI. VIMOBipHiCTB MyTaLjil —
70%, 60% reHiB Mmiggar0THCSA MyTaLlil.

36iKHICTb 3HAaUeHb I'eHiB TIOAAIOTHCS Ha PUCYHKY 4.1.

3 pucyHky 4.1 Mo)kHa moOauuTH 30i’KHICTh 3HaueHb TeHiB, TOOTO CTPYKTypa

HEUPOHHOI MepeXi € BiJHOCHO CTIHMKOIO BiJi reHepallii 10 reHepatiii.
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Pucynok 4.1 — 3HaueHHs reHiB 3a reHepaljiiMu

[MopiBHSIHHS HaOMMPKEHOTO Ta TOYHOTO PO3B’s3KY HaBe/[eHO Ha PUCYHKY 4.2.

—— Touswii posa'a0k

9yt

0 02 04 06 08 1

PucyHok 4.2 — Tounuii Ta HabM>KeHU PO3B’ 30K

OT>ke, B poOOTi 3arpOMOHOBAHO PO3IIMPEHHS airoputMy [4] 3 BUKOPUCTaHHIM
TeHeTUYHOTO a/iroputMmy. Pe3sysbTaty cBigdaTh mpo 301KHICTH anropuTMy, BiHOCHA
TOYHICTb HaO/MKeHHS B laHOMY 06uMc/toBabHOMY eKcriepumeHTi 10%.

Cnig 3a3HauMTH, 10 BUOIp crocoOy KoAyBaHHSI TOTEHI[iMHUX apXiTeKTyp
HelipoMepeXk — XpOMOCOM, MeTOZAy KpOCOBepa Ta MyTallii 6e3mocepefHbO BIUIMBAIOTh
Ha pe3y/bTaT poOOTH TeHeTHUHHX anroputMiB. CTpyKTypa Helpomepexi, 3a3BHYai,
KOAYETHCS LIJTMMH YHMC/IaMH, $Ki MOXYTb OyTW K/IHOUaM{ CJIOBHHKIB i3 TUIIOBUMH
3HaYeHHsIMU TlapaMeTpiB, HallpUKJ/Iaz, IIBUAKOCTI HaBuaHHs. OniepaTtop MyTatjii B LIbOMY

BUTIAZIKY [JOLIJIEHO 0OMpAaTH TUITY TiepeMilllyBaHHSI.
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4.2 OnTuMi3alig rimepnapaMeTpis 3aco0aM# MeTOy POI0 YaCTOK

Metos poro uyactok (Particle Swarm Optimization, PSO) € 1je opHum
a7rOPUTMOM OMNTHMi3allil, SKUM BUKOPHUCTOBYE MOMY/SL[iMHUM TigXi[i, HaTXHEHWU
CoLlia/TbHOIO TIOBE/[IHKOIO Poto mraxiB abo 3rpai pub [105]. OcHoBHa igess PSO mosnsirae
B TOMY, 1[0 KOXKHa 4YaCTKa B pOI Mpe/CTaB/is€ MOTEHL|iMHe pO3B’si3aHHSA 3ajadi i
PYXa€TbCAd B MPOCTOPi pO3B’SI3KiB Mifi BIJIMBOM CBO€EI BAaCHOI HaWKpalllol MO3ULIil Ta
HaWKpaILoi Mo3ulLlii cepes CyCifiB.

OcHoBHI Kpoku anroputMy PSO momyky onthmasibHUX rinepriapaMmerpis PINN
Mepex Taki [105].

IHimiani3arnig. CriouaTky BU3HAUaeThCS KUIBKICTH 4acTOK y poi. KokHa yacTka
IHIL1a/I3yE€TbCS BUIAAKOBOK TIO3ULI€I0 Ta IIBUAKICTIHO B MPOCTOPI poO3B’s3KiB. [l
KO)KHOI YaCTKU OOUMCTIOETHCS 3HAaueHHs IIiiboBOI (yHKIfil, 1[0 BH3HAYa€ SKiCTh
po3B’s3aHHs. LliiboBa (yHKIIis, BiMOBiZHO, TOBUHHA OOYMC/IIOBaTH METPHUKY SIKOCTi
PINN wmepexi 3 BHU3HAauUeHMMHM KOOpAWHATaMM 4YacTKU. KoopAauHaTU 4YaCTKU €
3HaueHHsIMMU TirepriapameTpisB.

OHOB/IeHHSI IIBMAKOCTI Ta To3uLil. KoXHa YaCcTKa pyXa€TbCsi B IIPOCTOPI
PO3B’SI3KiB, OHOBJ/IIOOYM CBOK) MIBUAKICTH Ta To3ulito. [IIBHWAKICTE 4YacCTKu

OHOBJTHOETHCS 3a (HOPMY/IOH0

vi(t+1) = w-v;(t) +cp -7 - (PPt — 24(t)) + co - 7o - (P65 — x4(1)),

me v;(t) — MWBUAKICTb YaCTKU ¢ B MOMEHT Yacy ¢, w — koe®il[ieHT iHepii, ¢; i ¢y —

best

KOe(QiLlieHTH TIPUCKOPEeHHS, 71 1 ro — BUMAJAKOBI uucia B iHTepBani [0, 1], p;

best

HaWKpallla MOo3uLlisl YaCTKH 4, g~ °° — HaMKpallja Mo3ulLlis cepei yCiX 4aCToK.

[To3ul1isi YaCTKU OHOBJTIOETHCS 3@ (POPMYJIOHO:

Ii(t + 1) = J,’Z(t) + ’Ui(t + 1)



92

O1jiHKa Ta OHOBJIEHHSI HaWKpaIUX 3HaueHb. [I/iT KO)KHOI UYaCTKM OOUMCITIOETHCS
HOBe 3HaueHHs I[iTb0oBOI (yHKIIiI B HOBiM mo3ullii. fIKil0o HOBe 3HaueHHs I[iTbOBOI

best best

(GYHKLiT Kpallje, Hi>XK HalKpallle 3Hall/leHe YaCTKO paHillie p; ", TO OHOBJIFOETHCS P;

SIKi1j0 HOBe 3HaueHHs LiIbOBOI (DYHKIII Kpaille, HXK HaWKpallle 3HaiiZieHe BCciMa
yacTKamu pasime ¢°°*, To oHoBmOETBCA ¢V,

3aBepiiieHHsl. IIpoijec  OHOB/IEHHS  IIBUAKOCTeM, TIO3MLIM Ta  OLIHOK
TIOBTOPIOETHCS [0 [TOCSITHEHHSI KPUTEPit0 3yMUHKH, KUK MoxKe OyTH MaKCHUMa/JbHUM
YKCJIOM iTepaliiif abo 0CITHEeHHSIM TIeBHOTO PiBHS IKOCTi PO3B’si3aHHS.

MeTo/ poro YaCTOK € MPOCTUM Yy peasi3aliii Ta eheKTUBHUM AJis 6araTbox 3a7au
OMTHMi3allii, 1[0 pobUTb KOro TMOMy/SPHUM Yy OaraTboX MPUKIAJHUX 00/IaCTsIX, TaKUX
SIK MalllMHHe HaBUYaHHS, ONTUMi3alliss BAPOOHUUMX TIPOLIeCiB Ta iHIIi.

Metos poto uyactok [105] i TreHeTUUHUM alrOpUTM € TIOMIMPEeHUMU
eBOJIIOLIIMHUMY MeTOJaMH ONTUMi3aLlii, $Ki 3aCTOCOBYIOTbCS [J/is1 BHU3HAUEHHS
OITUMa/IbHUX TinepriapaMeTpiB HelipoMepexk. OO6uBa MeTO[ MalOTh CBOI TiepeBaru Ta
HeJ0JiKH, i IX edeKTHUBHICTb MoO)Ke 3ajeXXaTu BiJi KOHKpeTHOI 3azaui. MeTtox poro
YacToK iMiTy€e coljia/ibHy TOBeJiHKY pOl0 mraxiB abo 3rpai pub, Je Ko)KHa YacTkKa
Tpe/JiCTaB/IsIE MOTEHL[ilHe pillleHHsI i pyXa€TbCS B TPOCTOPiI PO3B’SA3KIB TiJl BIINBOM
BJIACHOTO [IOCBiJly Ta [AOCBifly iHIIMX 4YacToK. OHOB/EHHSI TIO3ULIiM 1 ILIBUAKOCTEH
YacTOK BiI0yBa€eTbCsi HAa OCHOBI HaMKpallMx 3HaMjeHUX pillleHb SIK iHAWBigyaTbHOIO
YyacCTKOlo, Tak i Bcim poem [105].

PSO 3pilicHI0OE Tiapajie/lbHUM  TIOIIYK, BHUKOPHUCTOBYIOUHM 0arato 4YacTok
OZIHOUaCHO, 1110 /103BOJIsiE e)eKTHBHillle BUKOPHCTOBYBAaTH 00UMC/IIOBabHI pecypcu. Lle
YyacTo TIPU3BOAMTHL [0 IIBHUAIIOI 30iKHOCTI [0 ONMTHUMAJbHOTO pillleHHS 3aBsKH
KOJIEKTHMBHIM B3aeMOAil 4yacToK. GA TakoXX MOXKe BUKOHYBaTH Tapajie/ibHUW TOLIYK
3aBAKH OfHOYACHiIM 0OpoOIli momyssLii iHguBiiB, TTPOTe MOXKe TOTpeOyBaTH OisbIle
yacy i 30KHOCTI uepe3 CK/IaJHiCTh i HeoOXiHiICTh BUKOHaHHSI GaraThox orepariiit
Bizibopy, cxpeliyBaHHs Ta myTarii [105].

MeTo/ porO 4aCTOK Mae€ TMOPIBHSAHO TIPOCTILI Ha/IAlITyBaHHSA, TaKi K KUIBKICTb
YacTOK Ta KoeQillieHTH iHepLili Ta MNpUCKOpeHHs. BiH sermie HanamIToBYeTbCs |

peasii3yeTbCs, OCKIJIbKM He BHMAara€ CK/AaJHUX TeHeTUUHUX orieparopiB. HaromicTb
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reHeTUYHWH a/lTOPUTM BUMarae HajlalllTyBaHHS KiJIbKOCTI ITOKOJIiHb, PO3MIpy TTOMYJIALI],
WMOBipHOCTElM CXpellyBaHHS Ta MyTallii, 1[0 POOWUTbL HOro OiSBIIT THYYKUM Y
MO/Ie/TIOBaHHI CK/IaJJHUX TIPOLieCiB Bifibopy Ta cxpemtyBaHHs [105].

CTIiMKICTh PO3IVISHYTHUX MiAXOAIB [0 JIOKAJbHUX MIHIMYMIB € BaKTMBUM
aClleKTOM TIIpU  pO3B’s3aHHI  3ajaui MOLIYKy ONTMMAaJbHUX TrinepriapaMmeTpiB
HelipoMepex 3 disuuHoro iHpopmalieto. PSO nobpe mpalifoe y poCTOpi 3 TIaJKUMU
byHKILIisIMHU, ajie MO)Ke 3aCTpsraTy B JIOKQJbHUX MiHIMyMaX MpU HeJ0CTaTHIN KiJIbKOCTi
yacTOK ab0 HerpaBW/IbHUX TMapameTpax. GA 3aB[sfKu orepalfisiM MyTailii Ma€e Kparmy
CTIMKiCTh [0 JIOKaJbHUX MiHIMyMiB i MO)Ke AOC/iPKyBaTH OibIl IIUPOKUNA TIPOCTip
pillieHb.

Po3misHemMo 1mporiec BU3HAUeHHs ONTUMa/bHUX rineprapaMmerpis i PINN
Mepexi, 110 pO3B’sA3y€ KpaWoOBYy 3ajauy piBHSHHS broprepca 3 MOYaTKOBUMU Ta

IrpaHUYHUMU YMOBamu 3 npukiazay 3.3.1, migpo3ziny 3.3.

#@title Create Evaluation Function and Register
def evaluate(individual):
from sklearn.metrics import r2_score
hp_in = hp.next(individual)
net_model = train_function(hp_in)
e test data ---------c-cccmicicmiciiaaias
= 0.01
= 0.01
= torch.arange(@, net_model.x_max+h, h)
= torch.arange(1, net_model.t_max+k, k)
= torch.stack(torch.meshgrid(x,t)).reshape(2,-1).T
= X.to(net_model.X.device)
= X.double()
e test pred --=---===ccemcene=--
model = net_model.model
with torch.no_grad():
y_pred = model(X)
y_pred = y_pred.reshape(len(x),len(t)).cpu().numpy()

XX X X X T

fitness = r2_score(U_val, y_pred)
return fitness,

#@title Add Functions to Toolbox
toolbox = base.Toolbox()
toolbox.register("particle”,

generate, size=hp.size(), pmin=-.25, pmax=.25, smin=-.25, smax=.25)
toolbox.register("population”,

tools.initRepeat, list, toolbox.particle)
toolbox.registex("update",

updateParticle, phil=2, phi2=2)
toolbox.register("evaluate", evaluate)

PucyHok 4.3 — Peectpaiiis mapametpiB anroputmy PSO 3acobamu 6i6siorekn Deap

Ha pucyHky 4.3 300pa)keHO MpOTrpaMHUN KOJ| BU3HaueHHs aaroputmy PSO

3acobamu 6ibmioTeku Deap [109].
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Ha pucyHky 4.4 306pakeHO JUHaMiKy 3MiHM 3HaueHb ¢iTHeC-QyHKLIiT anropuTmy,

sSIKda BU3HAUA€TLCA AK METPHKaA R2 TOYHHKX Td INIPOrHO30BaHUX OdHUX.

[vHamika HaB4YaHHA anroputmy PSO

0.995900

0.995875

0.995850

0.995825

0.995800

0.995775

0.995750

0.995725

Haﬂkpame 3Ha4YeHHA UINboBOI QPyHKUII

0.995700

0 5 10 15 20 25
Homep KaHOWOaTa Ha pPo3B'A30K

PucyHoK 4.4 — O6umc/ieHHs1 TOYHOCTI MO/eJli Ta peecTpallisi mapameTpiB

anroputmy PSO 3acob6amu 6i6rioTeku Deap

Ha pucyHKy 4.5 HaBe/IeHO CTPYKTYpPY 3reHepOBaHOI aBTOMaTUUYHO HeMpoMepexi 3

ONTUMa/IbHAMM TifnepriapaMmeTpamMu KiJIbKOCTI I1apiB Ta HEUPOHIB.

(net): Sequential(
(0): Linear(in_features=2, out_features=32, bias=True)

(1): Tanh()

(2): Linear(in_features=32, out_features=32, bias=True)
(3): Tanh()

(

4): Linear(in_features=32, out_features=1, bias=True)

PucyHok 4.5 — CTpyKkTypa ontuMi3oBaHol Mozeni Metogom PSO

['inepriapameTpy IBUAKICTb HAaBUaHHS, KiJBKICTh erox gopiBHOwTH 0.01, 1000

BiZmoBigHO. Mo)kHa moOaunTH, 1110 B I[i/JIOMY, 3reHepOoBaHa CTPYKTypa BiroBizae Tii,

sIKa BUKOPUCTOBYBaJach y migpo3ziii 3.3.
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4.3 OnTumisaijis rinepnapaMeTpiB MeT0/I0M I/IaHyBaHHA eKCIIePUMEHTIB

EBomroLiMHI MeToAu, 3aBASKH CBOIM 3[aTHOCTI [0 IVI0OajbHOI OMTHMMI3ariii Ta
THYUYKOCTi, € e(eKTUBHUMM y BEJWKUX i CKIaJHUX MPOCTOpax napaMmeTrpiB. Bonu
MOXYTb 3HAaWTU ONTHMMAa/bHI PpillleHHS HaBiTb Yy BUIAJKaX, KOJU IIPOCTIp
rirepriapamMeTpiB € BUCOKOAUCIIEPCHUM Ta CKJIaJHUM AJ1s1 TPaAUL[iIMHUX MeToAiB. OgHak
BOHM YaCTo IIOTpeOyIOTh 3HAUHMX OOUMCIIOBAaTbHUX PecypciB i MOXyTh OyTu
TIOBi/IbLHUMH Yepe3 BeJTUKY KilbKiCTh HeoOXiHUX iTeparliii.

MeToay TIaHYBaHHSI E€KCIIEPUMEHTIB 3a0e3reuyroTh CHUCTEeMHHN MiAXxig mo
JOCTIpKeHHA TPOCTOPY  rimepriapaMeTpiB, [O3BOJISIFOUA  3MEHLLUUTHU  KiJIbKICTh
HeoOXiTHMX OOUYMCIIOBAIbHUX EKCIIePUMEHTIB i edeKTHBHillle BHKOPHCTOBYBaTH
pecypcy KOMIT IOTepHUX cucTeM. BoHM 0coOMMBO KOPHCHI B CUTYallisIX, KOJIA MOTPiOHO
IMBUAKO i TOUHO [JOCTIAATH oOMeXxXeHWU TIpocTip mapametpiB. Ilpore, 1ii MeTomu
MO)KYyTb BHMAaratd [eTajqbHOTO TIOMepeJHbOr0 aHamily i MOXKyTh OyTH MeHIl
edeKTUBHUMH y BWITaJKax 3 [Jy)Ke€ BeJUKMM ab0 CWIbHO 3MiHHUM IPOCTOPOM
napameTtpiB [93, 106].

MeTa MeTOAiB TUIaHyBaHHSI €KCIIEPUMEHTIB TIojisAra€ y po3pobili edeKTUBHOI
cTparerii [y TIPOBeJEHHS eKCIIeDUMEHTIB, fIKa [03BOJISIE 3MEHLIWUTU KIJIbKICTh
HeoOXimHMX 1pob6 Ta pecypcis, 3abe3meuyrour MpU LIBOMY TOYHICTH Ta HaJilHICTb
OoTpuMaHuXx pe3ynbrartis [93, 106].

OCHOBHI MeTOAY OINTHMMAJIbHOIO IUJIAHYBAaHHS eKCIIePUMEHTIB  BKJ/IFOUAlOTh
Pi3HOMaHITHI MiAX0AH, 1110 A03BOJISIIOTh e(heKTUBHO JOC/i/PKyBaTh MPOCTip hakTopiB Ta
ix KoMOiHallii 3 MeTOH OTpMMaHHS MaKCUMaJbHO TOYHOI Ta HafiiHOI iHdopMariil mpu
MiHIMaJIbHIN KiJIbKOCTI eKCIiepUMEeHTIB.

[ToBHmii dakTopuuii ausaiH (Full Factorial Design) Bkatoua€e BCi MOXK/IMBI
kKoMOiHarlii piBHiB (hakTopiB. BiH 3abe3mneuye nmoBHy iH(hopMaLlit0 PO OCHOBHI edeKTh
Ta B3aemofii Mk dakrtopamu. [poboBuii dakropHuii ausaiin (Fractional Factorial

Design) BUKODUCTOBYE JIMIlle YaCTUHY KOMOiHalliii (akTopiB, 3MeHIIyIOUU KiTbKiCTh
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eKCTieprMeHTiB, 30epiratouu mpu 1[bOMy iH(MOpMaIllif0 PO OCHOBHI eeKTH Ta AesKi
B3aemo/ii [106].

lenepanizoBanuii Au3aviH miAMHOKUH (Generalized Subset Design, GSD) €
MiX0IOM /10 TIJIaHYBaHHSI €KCIIePUMEHTIB, KU [03BOJiss€ e(eKTUBHO AO0C/i)KyBaTU
TIPOCTip MOXK/IMBUX KOMOiHa1lifi hakTopiB mUIAXoM po30UTTs iX Ha migMHOXUHU [ 107].
Lleit MeTo/ 3MeHIIye Ki/IbKiCTh HeoOXiJHMX eKCIiepUMeHTIB, OfHOUacHO 3abe3reuyroun
BUCOKY TOYHICTb Ta HAaJIWHICTb pe3ynbTariB. Po3risiHeMO fasii MOKPOKOBUM OIUC
Metogy GSD a1 onTuMmi3atiii rinepriapaMmeTpiB MeTOAy pO3B’si3aHHS KpalilOBUX 3a/iau.

BusHaueHHs (akTopiB Ta piBHiB. Ha mouaTKoBOMY eTarii BU3HAuarOThbCS BCi
dakropu, sAKi OyayTh AOCTIIKyBaTHCS, Ta IXHI MOXXIMBI piBHi. @aKTOpU MOXKYTb OyTH
K KUIbKICHUMHU (Harpuk/aZ, TUOM (YHKLIM aKTMBaLliid, OINTHMIi3aTOpiB, MeTpPHK
MoxubOoK TOII[0), TaK i SKiCHUMU (HarpUK/Ia[], KifbKiCTh 11apiB, HepoHiB) [107].

Po36uTTs hakTopiB Ha MiAMHOKUHA. PaKTOpU pO30MBaAIOTHLCS Ha MiAMHOXHUHHU
TaKUM UWHOM, ITI00 y KOXKHiM migMHOXHMHI Oyno HeBermmke uwcio ¢akropis. Ile
pO30UTTS 3[ilICHIOETHCS Ha OCHOBI TIOTepeJHLOTO 3HAHHSA TIPO CucTeMy abo 3a
JIOTIOMOTOI0  CTaTUCTUYHUX MeTOZiB [Jis 3abe3rneueHHs 306a/aHCOBAHOTO DO3MOALTY
[107].

[1y1aHyBaHHS €KCIEePUMEHTIB y KOXKHIM MiAMHOXUWHI. [JIsi KOXKHOT TTiIMHOXXUHHA
(aKTOpiB CTBOPIOETLCS TJIaH eKcriepuMeHTiB. Lle MoXyTb OyTv TMOBHMI (haKTOpHHUI
ou3aiiH abo poOoBuii (hakTOpHUI AW3aiiH, B 3a7€)KHOCTI Bif] KiJIbKOCTi (haKTOpiB y
MiJMHOKMHI Ta pecypciB, JOCTYIHUX AJis MPOBe/IeHHs eKcnepuMeHTiB [ 107].

IIpoBezieHHs1 eKcIiep¥MeHTiB. EKcriepuMeHTH NPOBOAATLCS 3TiHO 31 CTBOPEHUM
TaHoM. BakiuBo 3abe3meunTH TOUHICTH i TIOC/JOBHICTH y TIPOBeZEHHI BCiX
eKCTiepUMeHTIB, 11100 3i6paHni gaHi Oy Haitinumu [107].

AwnHani3 faHux miAMHOKUH. [laHi, 3i6paHi 3 KOXKHOT i AMHOXHUHHU €KCTIepUMEHTIB,
aHasi3yl0ThCsl OKpeMo. MeTa LIbOr0 aHasli3y — BUSBUTH OCHOBHI eheKTH Ta B3aeMO[ii
(dakTopiB y KOXHIM MigMHOXUHI. CTaTUCTUYHI METO[H, TakKi SIK perpeciiHui aHaJlis,

MOKYTb OyTH BUKOPHCTaHi Ajist 1jboro [107].
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Bubip kputnuHux ¢aktopiB. Ha oCcHOBi aHasi3y JaHUX BU3HAUAtOTHCSI KPUTUUHI
dakTopu, SIKi MarOTh HalOiNMbIIMK BIUIUB Ha pe3ynbTatu. 1li dakropu OyayTh BKIIOUEHi
B M0O/a/IbIINM AeTaabHUN aHami3 [107].

OnTumizarisi. Ha ocHoBi moOymoBaHOi Mofemi TIPOBOAUTHCS OMNTHUMI3allis
rnapametpiB. lle Mo)ke BK/IOUAaTH [OAATKOBI €KCIIEPUMEHTU [Jisd YTOYHEHHS
ONTUMaJbHUX YMOB ab0 BUKOPUCTAHHS UHMC/IOBUX METOZIB i 3HAXOIKEeHHS
ONTHUMaJIbHUX 3HaueHb (pakTopiB [107].

Baniganis. OcTtaHHili KpPOK MoJsigrae y Basijalii OTpUMaHWUX pe3ynbTaTiB. s
I[bOTO TIPOBOAATHCSA [JOJATKOBi €KCTIepUMEeHTH TIpYd ONTUMAaJbHUX yMOBax, I1j00
TiITBepAUTH TOUHICTb i HafiiHICTL Mogei [107].

3acTocyBaHHSI MeTOZIB IUIaHYBaHHSl €KCIIePUMEHTIB Yy KOHTEKCTI OITHMMi3aLiii
rimepriapaMeTpiB HeHWPOHHMX MEPEX [03BOJIIE 3MEHIIUTH KiJbKiCTh HeoOXigHuX
ekcrieprMeHTiB. Lle eKOHOMUTL 0OUKC/IOBaIbHI peCypcHu Ta uac, 3MeHILIYHuUd BUTPATH
Ha MPOBEJIEHHS] BEJIMKOI KiJIbKOCTI TpeHyBaHb Mogesel. ocmimKeHHsT OMOMaratTh
BUSIBUTH KJ/TFOUOBI TirepriapaMeTpH, 1[0 MalOTh HaWOi/IbIINI BIJIMB Ha TTPOAYKTHUBHICTh
MOJeJii, AO03BOJIAIFOUM 30CepeAuTUCAd Ha 1X onTtumiszauil. OnTtumisanis KPUTHUUYHUX
ririepriapamMeTpiB MOXKe 3HAuHO MOKpALWTU TOUHICTb Ta Yy3arajbHIOKUY 34aTHICTH
HepPOHHOI  Mepexi. MeTogd  TUIaHYBaHHA  €KCTIEPUMEHTIB  3a0e3rneuyroTh
CUCTeMaTUYHUW TMiJXiJ [0 TIOIIYKYy ONTHMa/JbHUX 3HaueHb TrilepriapaMeTpiB,
3MEHILYI0UM BUIaJKOBICTh Ta XaOTUYHICTh Yy MPOLIeCi ONTUMIi3aLiii.

Bubepemo 51 06UMC/IIOBaZbHOTO eKCIIepUMEHTY Jiesiki  (pakTopu, 10 €
rinepnapametrpamMu PINN Mopeni. Haripykiiag, KiJIbKiCTb TOYOK, KiJIbKICTb IIPUXOBAHUX
11apiB, Ki/IbKiCTb HEMPOHIB, IIBUAKICTh HaBUaHHS, TUI (DYHKIIil akTUBallii Ta KibKiCTh
enox (puc. 4.6). 3a3HaueHi (PaKTOpM € BaXKIMBUMHU NP BHU3HAYEHHI ONTHMAaJIbLHOI
CTPYKTypu Hetipomepeski. Crioci6 kofyBaHHs AOLIBHO 00WpaTd, SIK i y BUMAAKY
T€HeTUYHOr0 a/IfOPUTMY, Yy BUIVIAA1 CJIOBHMKA. I3 KarouamMu — BIAMNOBIAHWMHU KOJamu
(dakTopiB, a 3HAYUEHHSIMU — TUTTIOBUMU BeJIMUMHAMM, SIKi HalyacTillle 3yCTpiuatoThCs TIpU

TIPOEKTYBaHHI HEUPOMeEpPEeX.
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import pyDOE2
import numpy as np

n_points = {0:0.01, 1:0.1, 2:0.05}
n_hidden = {0:1, 1:2, 2:3, 3:4}
n_units = {0:8, 1:16, 2:32, 3:64}

1lr = {0:0.1, 1:0.01, 2:0.001, 3:0.0001}
iter = {0:1000, 1:2000, 2:4000, 3:6000}
activat = {0@:'tanh', 1:'sigmoid', 2:'relu'}

# BM3HauyeHHA (aKTOpP1lB Ta P1BH1B

levels = [len(n_points), len(n_hidden), len(n_units), len(lr), len(iter), len(activat)]
# 3MEHWATW K1NbK1CTb eKCNepWMeHT1B NpWBAM3HO A0 3HadveHHs reduction

reduction = 13

doe = pyDOE2.gsd(levels, reduction)

PucyHok 4.6 — KogyBaHHs (DakTOpiB MjlaHyBaHHS €KCIIEPUMEHTY

Ouinky PINN Mogesneli, 1o BiJnoBigatoTh (akTopaM eKCIIepUMEHTIB 3TifiHO

MeTony GSD 3a JOroMOror0 MeTpuKu R? HaBesieHO Ha PUCYHKY 4.7.

[0.9965438095696801, -90.582046370294194, -0.9408813893130561, ©.40194354750376715]
[0.9961426187954642, ©.7710323151555748, ©.7979329778499462, ©.9957649017188026]
[-©.5142798957513082, -0.9408813893130556, -1.5855595013388646, ©.9960601025237763]
[0.9926123479995568, ©.9972374185330717, ©.10874181786931819, ©.996072090757033]
[0.7205917495736355, -©.940881389313@555, -1.5755726589788794, ©.9959321668424423]
[0.787095782893185, @.8287021414687158, -1.5755726589788794, -1.506088857140695]
[0.9924111512012243, -9.9408813894245835, ©.996455330477286]

Pucynok 4.7 — OnjiHKa TOYHOCTI MO/jeJiel, 1110 BiANOBiIat0Th eKCIIepUMEeHTaM

Ha pucyHKy 4.8 HaBe[leHO CTPYKTypYy 3reHepOBaHOI aBTOMAaTUUHO HEUpOMepexi 3

ONTUMAaJ/IbHUMH TifeprnapamMmeTpaMy KiJIbKOCTI LIapiB Ta HEHPOHIB.

NN (
(net): Sequential(
(@): Linear(in_features=2, out_features=8, bias=True)
(1): Sigmoid()
(2): Linear(in_features=8, out_features=8, bias=True)
(3): Sigmoid()
(4): Linear(in_features=8, out_features=1, bias=True)
)
)

PucyHok 4.8 — CTpykTypa ontumi3oBaHol Mogeni Metogom GSD
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[NinepriapaMeTpu MIBUAKICTb HABUAHHS, Ki/IbKiCTb eroxX Ta TUM (yHKLiT akTHBallii
nopiBaIOIOTL 0.1, 1000 Ta sigmoid BiamoBigHO. Mo)kHa T06aUMTH, IO B IIJIOMY,
3reHepoBaHa  CTPYKTypa  BiAMOBifae  Tih, $Ka BUKOPUCTOBYBajJaChb Yy

nigpo3zii 3.3.

BucHOBKH 10 po3iny 4

Y dJerBepTOMY pO3A4iJi PO3IVIAHYTO METOAW OITUMI3allii rirepriapaMmeTpiB
HelipoMepeX 3 (PisnyHOr0 iH(opmarljiero. ABTOMaTUYHO pPO3B’si3aHO PiBHSIHHA broprepca
Ta BHUKOHAHO TIOIIYK CTPYKTYpd HeMpoMepexi 3 di3snuHor iHdbopMalii€to, sKa
3abe3neuye Haibi/Nblly TOUYHICTL pO3B’sA3aHHS. BHWKOpHUCTAHO TakKi MeToAu SIK
TeHeTUUHWH aJITOPUTM, METOJ, PO YaCTOK Ta METOJ, TUIaHyBaHHS eKcriepuMeHTiB. Bci
BUKOPUCTAHI MiAX0AU A0 ONTHUMI3allii MPUBOAATh A0 CXOXKHUX apXiTEeKTyp HeMpoMepexx
Ta 3HaueHb rineprapaMmeTpis.

OCHOBHi HayKOBi i MpakTUUHi pe3y/lbTaTd UeTBEPTOro po3zilny omy6sikoBaHO B

poborax [85, 88, 89, 93].
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BN CHOBKHN

Y pucepTariifiHii  pobOTi pPO3B’S3aHO aKTya/JbHy HAyKOBO-TEXHIUHY 3afauy
niziBuILleHHsT e(eKTUBHOCTI po3pobku 6ibrioTek Ta mporpaMHUX 3acob6iB PO3B’si3aHHS
KpailoBUX 3ajiau 3acobaMy HEMPOHHUX MepexK 3 hi3nuHo0 iHpopMalli€ro.

OTprMaHO HaCTYITHI HAyKOBI pe3y/bTaTu:

— BUKOHAHO AaHAMITHUYHWKM  OIVIA[  HasgBHMX MiAXomiB Ta  OibmioTek
HelipoMepeXeBUX 00UMC/TIOBaTbHUX METOAIB, iX TporpamMHOi apXiTeKTypu i crocobiB
3aCTOCyBaHHS;

— CTBOPEHO BiAKpUTYy 00’€KTHO-Opi€HTOBaHYy apxiTekTypu 0ibmioTeku
HelpoMepeXXeBUX OOUMC/TIOBA/IbHUX MeTO/iB, fKa [03BO/sS€ MaciuTabyBaHHS Ta
Jl0/laBaHHs1 HOBUX TTi/IXOZIiB PO3B’si3aHHS KpallOBUX 3a/iay;

— peasi3oBaHO TpPeAMETHO-OPiEHTOBaHY MOBY [/l (DOPMasbHOIO OMUCY
KpalioBHX 3ajiau Ta iX po3B’sA3aHHS 3aC00aMH HEMPOHHUX MEPEXK;

— po3pob/ieHo BiAMOBigHI anropuTMIiB peastizailii HeMpOMepe>KeBUX MeTO/IiB
pO3B’s13aHHS KPaloBUX 3a/ay;

— CTBOpeHO TmporpamMHe 3abe3reueHHsi i3 BHUKOPUCTaHHSIM po3pobieHol
6ibmoTeky /1t po3B’sA3aHHS MOJIe/TbHUX KpaliOBUX 3a/jau;

— BHWKOHAHO Cepil0 OOUMC/TIOBA/IbLHUX €KCIIEPUMEHTIB, sKi ITi[TBepANIN

e()eKTUBHICTb 3alPONIOHOBAHO] apXiTeKTypU Ta aJrOPUTMIB.
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Joparok b

AKT BOPOBa/)keHHsl Y HaBUA/IbHUM Npouec 3anopi3bKoro HaljioHa/IbHOT0

yHIBepCcHTeTy

2024p.

JOBIJKA

npo BMpOBa/pKeHHsl pe3y/sTariB  Aucepraniiiaol pobGoru  Sporu Amnacracii  OnexcaH/piBHH
«HeiipomeperxeBi MeTozi PO3B’A3aHHs KDaHOBUX 3a/iau», BUKOHAHO! y 3arnopi3bkoMy HaLioHanbHOMY
yHiBepcuTeTi

Kowmicis y cknagi:

Tof0Ba KoMicil: 3aBifyBau kade[py KOMITIOTEPHUX HayK, JOKTOD TEeXHIYHHX HayK, [OLEeHT
Tuno I'M.

Unenu KoMmicii: 3aBisyBau Kadenpu dyHAaMeHTaqbHOI Ta MPUK/IaJAHOI MaTeMaTHKH, JOKTOp
TexHiuHMX Hayk, mpodecop I'pebentok C.M., 3aBifyau Kadepu 3arajqbHOI MaTeMaTHKM, KaHAWIAT
(bi3rKo-MaTeMaTUUHUX HayK, JOLeHT 3iHoBees [.B.

3acBiguye, 1o pesyibTaTd jucepraiiiiHoi poboru Apom  AHacracii OnekcaHJpiBHU
«HelipomepeskeBi MeToj¥ pO3B’s3aHHs KpailOBHX 33jjau», a CaMme Marepianyl DPO3ALLY «MeTtozau
aKTUBI3aLi MOLIYKYy ONTHMa/bHHX TireprnapameTpiB Mepexi» BMKOPMCTaHO B OCBITHIM Ais/IbHOCTI
3aropi3bKoro HaliOHAa/MLHOTO YHiBEPCUTETY MpU BHK/I3ZlaHHI OCBITHBOTO KOMIOHEHTy «MeToiu
LUTYYHOTO iHTe/eKTy» (P BHK/Ia/jaHHi MaTepia/iB 3MicTOBOro MofyJito 6. «EBosmoliifiHa onTyUMi3aLlis
HelipoMepex») i OCBITHBO-HayKOBOI Mporpamu MiAroToBKH 3700yBauiB TPeTOro (OCBITHBO-
HAayKOBOT0) PiBHS BMILOI OCBiTH (CTymneHs: gokropa ¢isocodii) Komm’roTepHi Hayku 3 ranysi 3HaHp 12
[HdopMaLiFiHi TexHOIOrI 3a creliaibHicT0 122 KoM’ roTepHi HayKu

TonoBa KoMmicii: [uno T'anina Muko/aiBHa

YneHu KoMmicii: I'peGenrok Cepriii MuKoaiioBuu

3inoBeeB Irop BanepilioBuu
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Hoparoxk B

ITouaTkoBuii Ko Metoay get_token()

# 06pob6Ka uyeproBoi nekcemu
def get_token(self):
self.token_type = self.token = "'
# 06pob6Ka NOPOXHLOro psgka
if len(self.code) == 0:
self.token = 'end'
self.token_type = 'delimiter'
return

# IrHopyBaHHA npo6inie

i=0
while 1 < len(self.code) and (self.code[i] == ' ' or
self.code[i] == '"\t'):
i+=1

self.code = self.code[1:]

if len(self.code) == 0:
self.token = 'end'
self.token_type = 'delimiter'
return

# 06pob6Ka KiHUA psagka

if len(self.code) and self.code[0] == '\n':
self.code = self.code[1:]
self.token = 'eol'

self.token_type = 'delimiter'
return

# MNponyckK KOMeHTapis

if self.code[0] == '#':

i=0
while 1 < len(self.code) and self.code[i] !'= '\n':
i+=1

1i+=1
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self.code = self.code[1:]
self.token = 'eol'
self.token_type = 'delimiter'
return
# 06pobka po3ginwBayis
if '+-*/()n=,'.find(self.code[0]) !'= -1:
self.token = self.code[0]
self.code = self.code[1:len(self.code)]
self.token_type = 'delimiter'
return
# 06pob6bka umcen
if self.code[0].isdigit():
i=20
while 1 < len(self.code) and self.code[1i].isdigit():
i+=1
self.token = self.code[0:1] if (i < len(self.code)) else
self.code[0:]
self.code = self.code[1:]
if len(self.code) > 0 and self.code[0] == "."':
self.token += "'.'
self.code = self.code[1:]
i=20
while 1 < len(self.code) and self.code[1i].isdigit():
i+=1
self.token += self.code[0:1] if (i < len(self.code))
else self.code[0:]
self.code = self.code[1:]
if len(self.code) > 0 and (self.code[®] == 'E' or
self.code[0] == 'e'"):
self.code = self.code[1:]
self.token += 'E'
if self.code[0] !'= '+' and self.code[0] !'= '-":
self.say_error('syntax_err')
self.token += self.code[0]
self.code = self.code[1:]
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i=20
while 1 < len(self.code) and self.code[1i].isdigit():
i+=1
self.token += self.code[0:1]
self.code = self.code[1:]
self.token_type = 'digit'
return
# 06pob6bkKa ¢YyHKKUin Ta 3MiHHUX
if self.code[0].isalpha():
self.token = self.code[0]
self.code = self.code[1:]
i=20
while 1 < len(self.code) and (self.code[i].isalpha() or
self.code[i] == '_' or self.code[i].isdigit()):
i+=1
self.token += self.code[0:1] if (i < len(self.code))
else self.code[0:]
self.code = self.code[1:]
if self.token in functions:
self.token_type = 'function'
elif self.token == 'function':
self.token_type = 'request'
elif self.token in statements:

self.token_type = 'statement'
elif self.token == 'problem':

self.token_type = 'problem'
elif self.token == 'constant':

self.token_type = 'constant'
else:

self.token_type = 'variable'

return
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