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1. теми
теми 

розвитку нейромережевих моделей 
систем. таких моделей 
слуху та зору та часових 
моделей залежить конкретноТ 

за 122
програмноТ iH>keHepiT математичного

Тему затверджено
(протокол N2 З

обумовлена

cTaHiB складних

е до комп'ютерного
Процес даних для таких
системи. Зокрема, в точного

можна методи обробки зображень, даних,
трансферного навчання, тощо. Прикладом складно? системи е
бджолиний вулик, для якого виникае практична розробки
нейромережевих моделей, що зможуть формату без

прямого втручання бджоляра.

2. Наукова новизна, теоретичне та практичне значення
дисертацй

Наукова новизна полягае в наступних
положеннях:

вперше запропоновано використання адаптивного на ocH0Bi
доменно; для вулика, що дозволило досягги прийнятноТ

при на значно даних з перспективою
узагальнювальноТ моделей;

вперше запропоновано використання методу попередньоТ обробки даних
часових шляхом використання значень даних i3 ceHcopiB,

у вулику;



gnepzue pea.J1i30BaH0 Moneni HeiiPOHHHX rvrepe)K noniii Ta CTaHiB
Ha OCHOBi qac0Bux PSIAiB, LLIO 3a6e3ne t1HJIH BHCOKY TOt1HiCTb BH3HaqeHHH AK

KOPOTKoqaCHHX, TaK i TPHBUIHX CTaHiB.

ompuuanu noÖanbzuoeo p036unncy BHKOPHCTaHH51 MeT0ÅiB HopMaJ1i3auii
306paxeHb IliABmmeHHS1 CTa6iJ1bHOCTi pe3YJTbTaTiB 06'CKTiB.

ompuxauu noc)a.llbzuoeo p036unncy MOAeni HeüPOHHHX

CTaHY 6A)KiJ1 Ha 306paxeHHi, 1110 3a6e3ne t1Y}0Tb BHCOKY TOHHiCTb Ta KOMnaKTHUä P03Mip

Momeni.

TeopeTH X-1He 3HaqeHH% OTPHMaHHX pe3YJ1bTaTiB nøcep rrauiiiHoro

nonqrae y P03BHTKY Moneneii HeüPOHHHX Mepex, Ha CTaHiB
6A)KiJ1 Ha 306paxeHHi.

IIpaKTHX-1He 3HaqeHH% pe3YJ1bTaTiB nucepTauii nonqra€ y CTBOPeHHi -rexHonori t1H0i

OCHOBH p03p06KH aBTOMaTH30BaHHX CHCTerv1 M0HiToppmry 6Å)KOJIVfHHX BYJIHKiB,

MOXYTb d)YHKUiOHYBaTH B YM0Bax 06MexeHHX 06MHCJ1}OBaJ1bHHX pecypciB Ta
3a6e3neqyBaTH HeiHBa3MBHHÜ KOHTPOJ1b CTaHY 611)KOJIUHHX ciMeä. P03p06neH0
eKcnepHMeHTaJ1bHY cucTeMY MOHiTOPHHry, LILO niÅTBemuna e(beKTUBHiCTb
3anp0110H0BaHux niax0AiB. P03p06J1e1-1HM1 MeTOA nonepeÅHb0i 06p06KH naHVfX A03BOJIR€
CTBopOBaTH Y3araJ1bHeHi MOAeJ1i CTaHY BYJIHKa.
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4. вимогам щодо оформлення дисертацй

подано у

науковоТ на правах рукопису, що виконувалася здобувачем особисто. У

наведено HOBi науково 06rpyHT0BaHi результати проведених здобувачкою

Це розкривають основний 3MiCT

роботи.

написана грамотною украТнською мовою. Стиль

прийнятому в та характеризуеться

та повнотою.

оформлено у до вимог MiHicTepcTBa i науки

УкраТни (Наказ ЛЬ 40 12.01.2017 i3 внесеними з Наказом

MiHicTepcTBa i науки N2759 31.05.2019).

За науковою новизною, теоретичною i

практичною отриманих наукових робота
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та скасування разово? вченоТ ради закладу вищоТ
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ka6iHeu MiHicTpiB УкраТни N9 44 12.01.2022 3i внесеними Постановою
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висновок
Ознайомившись i3 представленою Жукова Олександра

стану бджолиноТ та

науковими в яких ocH0BHi Hayk0Bi результати
вважаемо, що:

1. Жукова Олександра

стану бджолиноТ ciM'T» е актуальним науковим

характеризуеться 3MiCTY, Hayk0Bi результати, яким властива

наукова новизна, теоретичне та практичне значення.

2. Жукова Олександра

стану бджолиноТ може бути рекомендована до захисту на

здобуття наукового ступеня доктора з знань 12

технологй за 122 науки у
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